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Abstract. We consider the numerical solution of a phase
field model for polycrystallization in the solidification of
binary mixtures in a domain Ω ⊂ R2. The model is based
on a free energy in terms of three order parameters: the
local orientation Θ of the crystals, the local crystallinity
φ, and the concentration c of one of the components of
the binary mixture. The equations of motion are given
by an initial-boundary value problem for a coupled sys-
tem of partial differential equations consisting of a reg-
ularized second order total variation flow in Θ, an L2

gradient flow in φ, and a W 1,2(Ω)∗ gradient flow in c.
Based on an implicit discretization in time by the back-
ward Euler scheme, we suggest a splitting method such
that the three semidiscretized equations can be solved
separately and prove existence of a solution. As far as
the discretization in space is concerned, the fourth order
Cahn-Hilliard type equation in c is taken care of by a
C0 Interior Penalty Discontinuous Galerkin (C0IPDG)
approximation which has the advantage that the same
finite element space can be used as well for the spatial
discretization of the equations in Θ and φ. The fully dis-
cretized equations represent parameter dependent non-
linear algebraic systems with the discrete time as a pa-
rameter. They are solved by a predictor corrector con-
tinuation strategy featuring an adaptive choice of the
time-step. Numerical results illustrate the performance
of the suggested numerical method.

1 Introduction

Polycrystallization involves several mechanisms that oc-
cur in the solidification of materials on a microscale such
as the nucleation of crystals, the formation of spherulites,
and the growth of mosaic eutectic structures. The math-
ematical modeling of multistage crystallization processes
can be done by a phase field approach based on a free
energy in terms of various order parameters (cf., e.g.,

? The authors acknowledge support by the NSF grant
DMS-1520886.

the monograph [43] as well as the survey papers [25,28]
and the references therein). An important order param-
eter for modeling the complex crystalline morphology is
the orientation field which monitors the local crystal-
lographic orientation. The first orientation field phase
field model has been developed by Kobayashi, Warren,
and Carter [31,47] describing the growth of anisotropic
single-crystal particles of different orientations in two di-
mensions. The free energy involves two order parameters
describing the local orientation angle and the local de-
gree of crystallinity. The equations of motion are given
by an L2 gradient flow and a total variation flow. An
extension of that model for the polyystallization of bi-
nary alloys has been provided by Granasy et al. where
the free energy is given in terms of an orientation field,
the local degree of crystallinity, and a concentration field
which describes the volume fraction of one of the com-
ponents of the binary mixture (cf. [22,23]; see also [24,
26,27]). The equations of motion are given by an initial-
boundary value problem for a coupled system of partial
differential equations consisting of two nonlinear second
order parabolic equations (in the orientation and the
local degree of crystallinity) and one nonlinear fourth
order parabolic equation of Cahn-Hilliard type (in the
concentration). We note that Cahn-Hilliard systems for
phase separation taking into account mechanical effects
such as the Cahn-Larché system [32–34] have been in-
tensively investigated in the literature (see [6,10,14,15,
19,20,29,35–39]). In particular, [19] analyzes the Cahn-
Larché system as a W 1,2(Ω)∗ gradient flow. Likewise,
the total variation flow and its regularization have been
widely studied as well (cf., e.g., [1–3,8,9,13,18,45]).

In this paper, we will study the numerical solution of
a slightly modified version of this model which consists
in replacing the total variation flow of the orientational
field by some regularized version. The paper is orga-
nized as follows: In section 2, we specify the free en-
ergy associated with the three field phase field model
as well as the equations of motion and introduce the
concept of a weak solution. Following [19], we formu-
late the equation of motion for the concentration field
as a W 1,2(Ω)∗ gradient field. In section 3, we perform
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an implicit time discretization and splitting of the phase
field model. The splitting allows to consider the orien-
tation field, the phase field representing the local degree
of crystallinity, and the concentration field separately at
each time step. In fact, it is shown that the time-discrete
equations represent the necessary optimality conditions
for the minimization of energy functionals assigned to
each time step. Section 4 is devoted to the discretization
in space. The fourth order Cahn-Hilliard type equation
is discretized by a (nonconforming) C0 Interior Penalty
Discontinuous Galerkin (C0IPDG) approximation (cf.,
e.g., [11,12,17,48]. The advantage is that the same finite
element space can be used for a spatial discretization of
the orientation field and the phase field representing the
local degree of crystallinity. The fully discretized equa-
tions can be seen as parameter dependent nonlinear alge-
braic equations with the discrete time as the parameter.
For the numerical solution, in section 5 we suggest a pre-
dictor corrector continuation strategy featuring an adap-
tive choice of the time step size ( cf. [16,30]). Finally, in
section 6 we present some numerical results illustrating
the performance of the suggested splitting method.
Throughout this paper, we use standard notation and
results from Lebesgue and Sobolev space theory (cf.,
e.g., [46]). Moreover, for a positive weight function ω
we denote by BV (Ω;ω) the Banach space of functions
of bounded weighted total variation (cf. [4,21])

varωu(Ω) := sup {−
∫

Ω

u∇ · q dx,

q ∈ C1
0 (Ω;R2), |q| ≤ ω in Ω},

equipped with the norm

‖u‖BV (Ω;ω) :=

∫

Ω

ω|u| dx+ varωu(Ω).

2 The phase field model

For the mathematical modeling of the polycrystallization
of binary mixtures we use a phase field approach where
the free energy functional is given in terms of

– an orientation field Θ which locally describes the
crystallographic orientation.

– a structural order parameter φ which measures the
local crystallinity (volume fraction of the crystalline
phase),

– a concentration field c (volume fraction of one of the
components of the binary mixture).

Setting z = (φ, c,Θ), the free energy reads as follows:

F (z) =

∫

Ω

(ε2
φT

2
s(∇φ,Θ)2 |∇φ|2 +

ε2
cT

2
|∇c|2 + (1)

w(c)Tg(φ) + ω(φ)(fS(c, T ) +HT (κΘ + |∇Θ|2)1/2 +

(1− ω(φ))fL(c, T )
)
dx.

Here,Ω ⊂ R2 is assumed to be a bounded convex domain
with boundary Γ = ∂Ω of class C2. Moreover, T (in 0K)
refers to the temperature of the binary mixture.
fL(·, T ) and fS(·, T ) stand for the Helmholtz free energy
densities of the pure liquid and the pure solid phase

fL(η, T ) :=
WL

4
η2
(
η2 − 4

3
(
3

2
+ βL(T ))η + (2)

2(
1

2
+ βL(T ))

)
, η ∈ R,

βL(T ) := βL
T − T (L)

M

T
(L)
M

,

fS(η, T ) :=
WS

4
η2
(
η2 − 4

3
(
3

2
+ βS(T ))η +

2(
1

2
+ βS(T ))

)
, η ∈ R,

βS(T ) := βS
T − T (S)

M

T
(S)
M

,

where T
(L)
M and T

(S)
M are the melting temperatures of the

components of the binary mixture and WL > 0,WS > 0
as well as βL > 0, βS > 0 are scaling parameters. We
assume that

T
(L)
M < T < T

(S)
M

On the other hand, we may split fS(·, T ) according to

fS(η, T ) = fS,1(η, T ) + fS,2(η, T ), (3)

where fS,i(η, T ), 1 ≤ i ≤ 2, η ∈ R, are given by

fS,1(η, T ) :=
WS

4
η2
(
η2 − 4

3
(
3

2
+ β(T ))η +

2(
1

2
+ β(T )) + a

)
,

fS,2(η, T ) :=− WS

4
aη2,

and a ∈ R is chosen by means of

a >
2

9
βS(T )(βS(T )− 3

2
).

The function s = s(η, γ),η = (η1, η2)T ∈ R2, γ ∈ R,
refers to the anisotropy function

s(η, γ) = 1 + s0 cos(msϑ− 2πγ), (4)

ϑ =

{
π/2 , if η1 = 0,

arctan(χεa(η2/η1)) , otherwise

Here, 0 ≤ s0 � 1 is the amplitude of the anisotropy of
the interface free energy, ms is the symmetry index (e.g.,
ms = 4 for fourfold symmetry), and χεa ∈ C2(R), 0 <
εa ≤ 1, is a smooth approximation of χ(x) = |x|, x ∈ R,
with χεa(x) = χ(x), |x| ≥ εa, χ′εa(±εa) = ±1, χ′′εa(±εa) =
0, and χεa(0) = 0, e.g., we may choose

χεa(x) =

{
|x| , |x| ≥ εa

15
8 ε
−1
a x2 − 5

4ε
−3
a x4 + 3

8ε
−5
a x6 , |x| ≤ εa .
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We note that ϑ is related to the inclination of the nor-
mal vector of the interface in the laboratory frame. The
function w is given by

w(η) =





wL − εw , η ≤ −εw
αL + βLη + γLη

2 + δLη
3 , −εw ≤ η ≤ 0

(1− η)wL + ηwS , 0 ≤ η ≤ 1
αR + βRη + γRη

2 + δRη
3 , 1 ≤ η ≤ 1 + εw

wS + εw , 1 + εw ≤ η

,

where wS > wL > 0 are the free energy scales of the two
components, the parameter εw satisfies 0 < εw ≤ wL,
and

αL = wL, βL = wS − wL,
γL = ε−2

w (2εw(wS − wL)− 3εw),

δL = ε−3
w (εw(wS − wL)− 2εw),

αR = wL − ε−2
w (2εw(wS − wL) + (wS − wL) + 1),

βR = ε−2
w (ε2

w + 4εw + 3)(wS − wL),

γR = −ε−2
w (2εw(wS − wL) + 3(wS − wL)− 3),

δR = ε−2
w ((wS − wL)− 2).

The function g is the quartic double-well function

g(η) =
1

4
η2 (1− η)2.

The function ω is given by

ω(η) =



εr , η ≤ 0
εr + 2(2− 3εr)η

2 − 4(1− εr)η3 + η4 , 0 ≤ η ≤ 1
1− εr , η ≥ 1

,

where 0 < εr � 1, interpolating between (0, εr) and
(1, 1− εr). Moreover, the constant H > 0 stands for the
free energy of the low-angle grain boundaries and 0 <
κΘ � 1 is a regularization parameter. We will comment
on the choice of κΘ in Remark 4.1 below. Finally, ε2

φ and

ε2
c are positive constants depending on the interface free

energy, the interface thickness, and the melting points of
the constituents of the mixture.

Remark 2.1. The integral
∫
Ω

(κΘ + |∇Θ|2)1/2 dx in (1)
can be interpreted as the regularized weighted total vari-
ation

var
(κΘ)
ω(φ)Θ(Ω) := (5)

sup{
∫

Ω

(−Θ∇ · q + κ
1/2
Θ (ω(φ)− |q|2)1/2 dx,

q ∈ C1
0 (Ω;R2), |q| ≤ ω(φ) in Ω}. (6)

The following properties of the functions fL, fS,1, s, w, g,
and ω will be frequently used in the subsequent sections

fL(η, T ) ≥ 0, fS,1(η, T ) ≥ 0, η ∈ R, (7a)

1− s0 ≤ s(η, γ) ≤ 1 + s0, η ∈ R2, γ ∈ R, (7b)

0 ≤ wL − εw ≤ w(η) ≤ wS + εw, η ∈ R, (7c)

g(η) ≥ 0, η ∈ R, (7d)

εr ≤ ω(η) ≤ 1− εr, η ∈ R. (7e)

(7f)

Denoting byMφ > 0,Mc > 0, andMΘ > 0 the mobilities
associated with the phase field variables φ, c, and Θ, the
dynamics of the crystallization process are given by the
evolution equations

∂φ

∂t
= −Mφ

δF

δφ
, (8a)

∂c

∂t
= ∇ · (Mc∇

δF

δc
), (8b)

∂Θ

∂t
= −MΘ

δF

δΘ
, (8c)

where δF
δφ ,

δF
δc , and δF

δΘ are the partial Gâteaux deriva-

tives of the free energy functional F with respect to the
three phase field variables.
Computing the partial Gâteaux derivatives, the phase
field model represents an initial-boundary value prob-
lem for a system of evolutionary partial differential equa-
tions consisting of two nonlinear second order parabolic
equations in Θ and Φ coupled to a Cahn-Hilliard type
equation in c. We refer to

µ(φ, c) = h(φ, c)− ε2
cT∆c,

h(φ, c) := w′(c)Tg(φ) + ω(φ)f ′S(c, T ) +

(1− ω(φ))f ′L(c, T )

as the generalized chemical potential. We set a(η, γ) =
(aij(η, γ))2

i,j=1 with

a11(η) = a22(η, γ) = s(η, γ)2,

a12(η, γ) = −a21(η, γ) = −s(η, γ)
∂s(η, γ)

∂ϑ
.

We further define

r(φ, c,Θ) := w(c)Tg′(φ) + ω′(φ)
(
fS(c, T ) −

fL(c, T ) +HT (κΘ + |∇Θ|2)1/2
)
,

z(φ,Θ) := s(∇φ,Θ)
∂s(∇φ,Θ)

∂Θ
,

and specify appropriate boundary conditions and ini-
tial conditions for all phase field variables. Setting Q :=
Ω × (0, tF ), Σ := Γ × (0, tF ), where tF > 0 is the final
time, and specifying appropriate boundary conditions
and initial conditions for all phase field variables, the
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initial-boundary problem reads

∂Θ

∂t
= MΘHT∇ · (ω(φ)(κΘ + |∇Θ|2)−1/2∇Θ) + (9a)

MΘ z(φ,Θ)|∇φ|2, in Q,

∂φ

∂t
= Mφ

(
ε2
φT∇ · (a(∇φ,Θ)∇φ)− r(φ, c,Θ)

)
, in Q

(9b)

∂c

∂t
= ∇ · (Mc∇µ(φ, c)) in Q, (9c)

nΓ · ω(φ)(κΘ + |∇Θ|2)−1/2∇Θ = 0 on Σ, (9d)

nΓ · a(∇φ,Θ)∇φ = 0 on Σ, (9e)

nΓ · ∇c = 0, nΓ · ∇µ(φ, c) = 0 on Σ, (9f)

Θ(·, 0) = Θ0, Φ(·, 0) = Φ0, c(·, 0) = c0 in Ω. (9g)

Remark 2.2. The system in the orientation angle Θ and
the local degree of crystallinity φ, but without the con-
centration field c, is known as the Kobayashi-Warren-
Carter model[31,47]. The existence of a solution has been
established in [40] by means of an implicit discretization
in time of a relaxed system and a non-trivial passage
to the limit (cf. also [41] for the existence of an energy-
dissipative solution). However, to our best knowledge,
the existence of a solution of the full system (9a)-(9g)
has not yet been shown.

Remark 2.3. We note that the Gauss’ theorem and the
second boundary condition in (9e) imply the existence
of a constant cav ∈ R such that |Ω|−1

∫
Ω
c(x, t) dt = cav

for almost all t ∈ (0, T ].

A weak solution of (9a)-(9g) is a quadruple (Θ,φ, c, w)
such that

Θ ∈W 1,1(Ω), φ, c, w ∈W 1,2(Ω),

∂Θ

∂t
,
∂φ

∂t
,
∂c

∂t
∈ L2(Ω)

and for all

v1 ∈W 1,1(Ω), vi ∈W 1,2(Ω), 2 ≤ i ≤ 4,

it holds

(
∂Θ

∂t
, v1)0,Ω +MΘHT (ω(φ)(κΘ +

|∇Θ|2)−1/2∇Θ,∇v1)0,Ω

−MΘ(z(φ,Θ)|∇φ|2, v1)0,Ω = 0,

(
∂φ

∂t
, v2)0,Ω +Mφ

(
ε2
φT (a(∇φ,Θ)∇φ,∇v2)0,Ω

+ (r(φ, c,Θ), v2)0,Ω

)
= 0,

(
∂c

∂t
, v3)0,Ω +Mc(∇w,∇v3)0,Ω = 0,

(w, v4)0,Ω = ε2
cT (∇c,∇v4)0,Ω + (h(φ, c), v4)0,Ω .

The Cahn-Hilliard type equation (9c) can be written as
a W 1,2(Ω)

∗
-gradient flow with respect to a specific inner

product. We define ∆−1f, f ∈W 1,2(Ω)
∗
, as the solution

u ∈W 1,2(Ω) of

−(∇u,∇v)0,Ω = 〈f, v〉
W1,2(Ω)

∗
,W1,2(Ω)

, v ∈W 1,2(Ω).

The unique solvability follows from the Lax-Milgram
Lemma in virtue of the Poincaré-Wirtinger inequality
for convex domains [7,42]

‖v − |Ω|−1

∫

Ω

v dx‖0,Ω ≤
1

π2
‖∇v‖0,Ω , v ∈W 1,2(Ω).

We define an inner product on W 1,2(Ω)
∗

according to

(f, g)∆−1 := (∇∆−1f,∇∆−1g)0,Ω . (10)

Using Young’s inequality with ε > 0, for u ∈ W 1,2(Ω)
we find

‖u‖20,Ω = (∇u,∇∆−1u)0,Ω ≤ (11)

‖∇u‖0,Ω‖∇∆−1u‖0,Ω ≤ ε‖∇u‖20,Ω +
1

4ε
‖u‖2∆−1 .

Moreover, it holds

‖v‖∆−1 ≥ ‖v‖1,Ω , v ∈W 1,2(Ω).

In view of (8b) and (10) it follows that for v ∈W 1,2(Ω)
it holds

〈δF
δc
, v〉

W1,2(Ω)∗,W1,2(Ω)
=

−Mc (∇µ(c),∇v)0,Ω = (∆−1 ∂c

∂t
, v)0,Ω =

− (∇∆−1 ∂c

∂t
,∇∆−1v)0,Ω = −(

∂c

∂t
, v)∆−1 ,

i.e., in this setting ∂c
∂t is the steepest descent of the free

energy functional F .

3 Discretization in time and the splitting scheme

We perform a discretization in time with respect to a
partition of the time interval [0, tF ] into subintervals
[tm−1, tm], 1 ≤ m ≤ M,M ∈ N, of length τm := tm −
tm−1. We set V := BV (Ω;ω(φm−1)) and assume that
Θm−1 ∈ BV (Ω;ω(φm−2)), φm−1 ∈W 1,2(Ω), and cm−1 ∈
W 1,2(Ω) are given.

We introduce the energy functional

Fm,τm1 (Θ) :=
1

2
‖Θ −Θm−1‖20,Ω +

MΘτm F1,1(φm−1, Θ) +MΘτm F1,2(φm−1, Θ),

F1,1(φm−1, Θ) := HT varκΘω(φm−1) Θ(Ω),

F1,2(φm−1, Θ) :=

ε2
φT

2

∫

Ω

(
s(∇φm−1, Θ)2|∇φm−1|2 + g(φm−1)

)
dx,
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where varκΘω(φm−1) Θ(Ω) is the regularized weighted total

variation as given by (5).
We define Θm ∈ V as the minimizer of Fm,τm1 according
to

Fm,τm1 (Θm) = inf
Θ∈V

Fm,τm1 (Θ). (12)

Lemma 3.1. The energy functional Fm,τm1 is coercive
on V .

Proof. We have

1

2
‖Θ −Θm−1‖20,Ω ≥

1

4
‖Θ‖20,Ω −

1

2
‖Θm−1‖20,Ω . (13)

Moreover, observing (4), we get

HTMΘτm

∫

Ω

s(∇φm−1, Θ)2|∇φm−1|2 dx ≥ (14)

HTMΘ(1− s0)2τm‖∇φm−1‖20,Ω .

Combining (13) and (14) gives

Fm,τm1 (Θ) ≥ (15)

1

4
‖Θ‖20,Ω +HTMΘτm var

(κΘ)
ω(φm−1)Θ(Ω) +

HTMΘ(1− s0)2τm‖∇φm−1‖20,Ω +

HTMΘτm

∫

Ω

g(φm−1) dx− 1

2
‖Θm−1‖20,Ω ,

from which we conclude, observing BV (Ω;ω(φm−1)) ⊂
L2(Ω;ω(φm−1)) ⊂ L2(Ω) and

var
(κΘ)
ω(φm−1)Θ(Ω) ≥ varω(φm−1)Θ(Ω).

The functional F1,2(φm−1, Θ) is not convex in Θ in con-
trast to the remaining part of Fm,τm1 as given by

Fm,τm1,1 (Θ) :=
1

2
‖Θ −Θm−1‖20,Ω +MΘτm F1,1(φm−1, Θ).

Lemma 3.2. The energy functional Fm,τm1,1 has the fol-
lowing semicontinuity property: If Θn ∈ V, n ∈ N, and
Θm ∈ V such that

Θn → Θm (N 3 N →∞) in Lq(Ω,ω(φm−1)), 1 ≤ q < 2,

then it holds

var
(κΘ)
ω(φm−1)Θ

m(Ω) ≤ lim inf
N3n→∞

var
(κΘ)
ω(φm−1)Θn(Ω).

(16)

Proof. We refer to Theorem 3.2 in [4].

Theorem 3.1. The unconstrained minimization problem
(12) has a solution Θm ∈ V .

Proof. To prove the existence of a local minimizer, let
(Θn)n∈N, Θn ∈ V, n ∈ N, be a minimizing sequence. Due
to the coercivity of Fm,τm1,1 , the sequence is bounded and

hence, there exist N′ ⊂ N and Θm ∈ V such that for
N′ 3 n→∞ it holds (cf. Theorem 5.1 in [4])

Θn → Θm in Lq(Ω,ω(φm−1)), 1 ≤ q < 2, (17a)

Θn ⇀ Θm in L2(Ω). (17b)

In view of (17a) we have (16). Further, it follows from
(17b) that

‖Θm −Θm−1‖20,Ω ≤ lim inf
N′3n→∞

‖Θn −Θm−1‖20,Ω .
(18)

Due to the continuity of s we also have

s(∇φm−1, Θn)2 → s(∇φm−1, Θm)2

almost everywhere in Ω as N′ 3 n→∞.
Moreover, the sequence {s(∇φm−1, Θn)2|∇φm−1|2}n∈N′
is uniformly integrable and s(∇φm−1, Θm)2|∇φm−1|2 ∈
L1(Ω). The Vitali convergence theorem (cf., e.g., [44])
yields

F1,2(Θm, φm−1) = lim
N′3n→∞

F1,2(Θn, φ
m−1). (19)

Hence, (16),(18), and (19) imply

Fm,τm1 (Θm) ≤ lim infn→∞F
m,τm
1 (Θn), (20)

which allows to conclude.

The necessary optimality conditions for (12) are given as
follows:

0 ∈ Θm −Θm−1 +MΘτm(F1,2)′(φm−1, Θm) +

MΘτm ∂F1,2(φm−1, Θm),

where (F1,2)′(φm−1, Θm) is the Gâteaux derivative of
F1,2(φm−1, ·) at Θm and ∂F1,1(φm−1, Θm) is the sub-
differential of F1,1(φm−1, ·) at Θm in the sense of convex
analysis. According to [2] we have

∂F1,1(φm−1, Θm) = {−∇ · z | z ∈ H(div, Ω),

z = HT (κΘ + |∇Θm|2)−1/2∇Θm
almost everywhere in Ω, nΓ · z = 0 on Γ}.

The weak formulation amounts to the computation of
Θm ∈ W 1,1(Ω) ⊂ V such that for all v1 ∈ W 1,1(Ω) ∩
L∞(Ω) it holds

(Θm −Θm−1, v1)0,Ω +MΘHTτm

∫

Ω

ω(φm−1) (21)

(κΘ + |∇Θm|2)−1/2∇Θm · ∇v1 dx +

MΘε
2
φTτm

∫

Ω

z(φm−1, Θm)|∇φm−1|2v1 dx = 0.
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Next, with Θm ∈ V from Theorem 3.1, we consider the
energy functional

Fm,τm2 (φ) :=

1

2
‖φ− φm−1‖20,Ω +MφτmF2(φ, cm−1, Θm),

F2(φ, cm−1, Θm) :=
∫

Ω

(ε2
φT

2
s(∇φ,Θm)2 |∇φ|2 +

w(cm−1)Tg(φ) + ω(φ)(fS(cm−1, T ) +HT (κΘ +

HT (κΘ + |∇Θm|2)1/2 + (1− ω(φ))fL(cm−1, T )
)
dx.

We define φm ∈ W 1,2(Ω) as the minimizer of Fm,τm2
according to

Fm,τm2 (φm) = inf
φ∈W 1,2(Ω)

Fm,τm2 (φ). (22)

Lemma 3.3. The functional Fm,τm2 is coercive on
W 1,2(Ω).

Proof. By Young’s inequality we find

1

2
‖φ− φm−1‖20,Ω ≥

1

4
‖φ‖20,Ω −

1

2
‖φm−1‖20,Ω .

Further, we use the splitting (3) of fS(c, T ) and take
advantage of (7) to conclude

Fm,τm2 (φ) ≥Mφ
εφT

2
(1− s0)2τm‖∇φ‖20,Ω +

1

4
‖φ‖20,Ω −

(23)

(1− εr)Mφa
WS

4
τm‖cm−1‖20,Ω −

1

2
‖φm−1‖20,Ω .

The coercivity is an immediate consequence of (23).

The functional Fm,τm2 is not convex in φ, but it can
be split into a convex part Fm,τm2,1 and non-convex part

Fm,τm2,2 according to

Fm,τm2,1 (φ) :=

1

2
‖φ− φm−1‖20,Ω +Mφ

εφT

2
τm

∫

Ω

s(∇φ,Θm)2|∇φ|2 dx,

Fm,τm2,2 (φ) := Mφτm

∫

Ω

(
w(cm−1)Tg(φ) +

ω(φ)(fS(cm−1, T ) +HT (κΘ + |∇Θm|2)1/2 +

(1− ω(φ))fL(cm−1, T )
)
dx.

Lemma 3.4. For a sufficiently small index of anisotropy
s0 > 0 the functional Fm,τm2,1 is convex in φ.

Proof. The convexity of the first part ‖φ − φm−1‖20,Ω/2
of Fm,τm2,1 in φ is obvious. In order to prove convexity of
the second part, for fixed γ ∈ R we set

g1(η) := (1− s0cos(mSϑ− 2πγ)))2(η2
1 + η2

2),

where η = (η1, η2) and ϑ is given by (4). Computing
the second partial derivatives ∂2g1/∂η

2
i , 1 ≤ i ≤ 2, and

∂2g1/(∂η1∂η2), it can be shown that for sufficiently small
s0 the Hessian of g1 is positive definite, i.e., there exists
α > 0 such that

2∑

i,j=1

∂2g1

∂ηi∂ηj
ξiξj ≥ α|ξ|2 for all ξ = (ξ1, ξ2)T ∈ R2.

Theorem 3.2. For a sufficiently small index of anisotropy
s0 > o the unconstrained minimization problem (22) has
a solution φm ∈W 1,2(Ω).

Proof. Let {φn}N, φn ∈ W 1,2(Ω), be a minimizing se-
quence, i.e., it holds

Fm,τm2 (φn)→ inf
φ∈W 1,2(Ω)

Fm,τm2 (φ) (n→∞). (24)

Due to the coercivity of Fm,τm2 the sequence {φn}N is
bounded in W 1,2(Ω). Hence, there exists a weakly con-
vergent subsequence, i.e., there exist N′ ⊂ N and φm ∈
W 1,2(Ω) such that φn ⇀ φm (N′ 3 n→∞) in W 1,2(Ω).
The Rellich-Kondrachev theorem implies strong conver-
gence in Lp(Ω) for any 1 ≤ p < ∞ and hence, there

exists a subsequence N′′ ⊂ N′ such that

φn → φm almost everywhere in Ω as N
′′ 3 n→∞.

Setting

h(φ) := w(cm−1)Tg(φ) + ω(φ)(fS(cm−1, T )

HT (κΘ + |∇Θm|2)1/2 + (1− ω(φ))fL(cm−1, T ),

the continuity of g, ω, and w implies

h(φn)→ h(φm) a.e. in Ω as N
′′ 3 n→∞.

Moreover, the sequence {h(φn)}N′′ is uniformly integrable
and h(φm) ∈ L1(Ω). The Vitali convergence theorem
gives

Fm,τm2,2 (φn)→ Fm,τm2,2 (φm) as N
′′ 3 n→∞. (25)

Obviously, the functional Fm,τm2,1 is continuous onW 1,2(Ω)
and thus lower semicontinuous. Since it is convex ac-
cording to Lemma 3.4, it is weakly lower semicontinuous
which gives

Fm,τm2,1 (φm) ≤ lim infN′3n→∞F
m,τm
2,1 (φn). (26)

Now, (24),(25), and (26) imply that φm satisfies (22).
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The necessary optimality conditions for the unconstrained
minimization problem (22) give rise to the following non-
linear second order elliptic boundary value problem

(φm − φm−1)−Mφτm

(
ε2
φT∇ · (a(∇φm, Θm)∇φm) +

r(φm, cm−1, Θm)
)

= 0 in Ω,

nΓ · a(φm)∇φm = 0 on Γ,

whose weak solution is: Find φm ∈ W 1,2(Ω) such that
for all v2 ∈W 1,2(Ω) ∩ L∞(Ω) it holds

(φm − φm−1, v2)0,Ω + (27)

Mφτm

(
ε2
φT (a(∇φm, Θm)∇φm,∇v2)0,Ω +

(r(φm, cm−1, Θm), v2)0,Ω

)
= 0.

Given Θm ∈ V and φm ∈ W 1,2(Ω) as the solutions of
(12) and (22), we finally consider the energy functional

Fm,τm3 (c) :=
1

2
‖c− cm−1‖2∆−1 +McτmF2(φm, c, Θm),

F3(φm, c, Θm) :=

∫

Ω

(ε2
cT

2
|∇c|2 + w(c)Tg(φm) +

ω(φm)(fS(c, T ) + (1− ω(φm))fL(c, T )
)
dx

and define cm ∈ W 1,2(Ω) as the minimizer of Fm,τm3
according to

Fm,τm3 (cm) = inf
c∈W 1,2(Ω)

Fm,τm3 (c). (28)

Let us assume that the time-step size τm satisfies

τm <
ε2
cT

McaWS
. (29)

Lemma 3.5. Under the assumption (29) the functional
Fm,τm3 is coercive on W 1,2(Ω).

Proof. As in the proof of Lemma 3.3 Young’s inequality
yields

1

2
‖c− cm−1‖2∆−1 ≥ 1

4
‖c‖2∆−1 − 1

2
‖cm−1‖2∆−1 .

Again, we split fS(c, T ) by means of (3) and take advan-
tage of (7) and (11) with ε = ε2

cT/4. We thus obtain

Fm,τm3 (c) ≥Mcτm

∫

Ω

ε2
cT

4
|∇c|2 dx + (30)

(1

4
− McaWS

4ε2
cT

τm

)
‖c‖2∆−1 − 1

2
‖cm−1‖2∆−1 .

Under the assumption (29) the assertion follows from
(30).

Again, the energy functional Fm,τm3 is split into a convex
part Fm,τm3,1 and a non-convex part Fm,τm3,2 :

Fm,τm3,1 (c) :=
1

2
‖c− cm−1‖2∆−1 +Mcτm

∫

Ω

ε2
cT

2
|∇c|2 dx,

Fm,τm3,2 (c) := Mcτm

∫

Ω

(
w(c)Tg(φm) + ω(φm)(fS(c, T )

+ (1− ω(φm))fL(c, T )
)
dx.

The convexity of Fm,τm3,1 is obvious.

Theorem 3.3. Under the assumption (29) the uncon-
strained minimization problem (28) has a solution cm ∈
W 1,2(Ω).

Proof. Let {cn}N, cn ∈ W 1,2(Ω), be a minimizing se-
quence, i.e., we have

Fm,τm3 (cn)→ inf
c∈V̄c

Fm,τm3 (c) (n→∞). (31)

Since Fm,∆t3 is coercive, the sequence {cn}N is bounded
in W 1,2(Ω). Consequently, there exists a weakly conver-
gent subsequence, i.e., there exist N′ ⊂ N and cm ∈
W 1,2(Ω) such that cn ⇀ cm (N′ 3 n→∞) in W 1,2(Ω).
In view of the Rellich-Kondrachev theorem we have strong
convergence in Lp(Ω) for any 1 ≤ p <∞. It follows that

there exists a subsequence N′′ ⊂ N′ such that

cn → cm almost everywhere in Ω as N
′′ 3 n→∞.

Setting `(c) := w(c)Tg(φm) + ω(φm)(fS(c, T ) + (1 −
ω(φm))fL(c, T ), the continuity of fL, fS , and w implies

`(cn)→ `(cm) almost everywhere in Ω as N
′′ 3 n→∞.

Moreover, the sequence {`(cn)}N′′ is uniformly integrable
and `(cm) ∈ L1(Ω). The Vitali convergence theorem
yields

Fm,τm3,2 (cn)→ Fm,τm3,2 (cm) as N
′′ 3 n→∞. (32)

The functional Fm,τm3,1 is continuous onW 1,2(Ω) and thus
lower semicontinuous. Due to its convexity it is weakly
lower semicontinuous whence

Fm,τm3,1 (cm) ≤ lim infN′3n→∞F
m,τm
3,1 (cn). (33)

From (31),(32), and (33) we deduce that cm satisfies (28).

The necessary optimality conditions for the unconstrained
minimization problem (28) lead to the following nonlin-
ear elliptic boundary value problem

cm − cm−1 −Mcτm∆w
m = 0 in Ω, (34a)

wm = µ(φm, cm), (34b)

nΓ · ∇cm = 0, nΓ · wm = 0 on Γ. (34c)
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The weak formulation of (34a)-(34c) is to find cm ∈
W 1,2(Ω), wm ∈ W 1,2(Ω) such that for all v3 ∈ W 1,2(Ω)
and v4 ∈W 1,2(Ω) ∩ L∞(Ω) it holds

(cm − cm−1, v3)0,Ω +Mcτm

∫

Ω

∇wm · ∇v3 dx = 0,

(35a)

(wm, v4)0,Ω = ε2
cT

∫

Ω

∇cm · ∇v4 dx + (35b)

∫

Ω

h(φm, cm)v4 dx.

4 Discretization in space

Let Th be a geometrically conforming, shape-regular,
simplicial triangulation of Ω. We denote by EΩh and EΓh
the set of edges of Th in the interior of Ω and on the
boundary Γ , respectively, and set Eh := EΩh ∪ EΓh . For
K ∈ Th and E ∈ Eh we denote by hK and hE the diame-
ter of K and the length of E. Denoting by Pk(T ), k ∈ N,
the linear space of polynomials of degree ≤ k on T , for
k ≥ 2 we define

Vh := {vh ∈ C0(Ω̄) | vh|K ∈ Pk(K), K ∈ Th},

and note that Vh ⊂ H1(Ω), but Vh 6⊂ H2(Ω). For inte-
rior edges E ∈ EΩh such that E = K+ ∩ K−,K± ∈ Th
and boundary edges on Γ we introduce the average and
jump of ∇vh according to

{∇vh}E :=

{
1
2

(
∇vh|E∩K+

+∇vh|E∩K−
)
, E ∈ Eh(Ω)

∇vh|E , E ∈ Eh(Γ )
,

[∇vh]E :=

{
∇vh|E∩K+ −∇vh|E∩K− , E ∈ Eh(Ω)

∇vh|E , E ∈ Eh(Γ )
.

The average {∆vh}E and jump [∆vh]E are defined anal-
ogously. We further denote by nE the unit normal vector
on E pointing in the direction from K+ to K−.

In order to motivate the C0IPDG approximation of the
implicitly in time discretized Cahn-Hilliard type equa-
tion (35), for wmh ∈ Vh and umh ∈ Vh we consider (34a),
(34b) elementwise, i.e.,

wmh = −ε2
cT∆c

m
h + h(φmh , c

m
h ), (36a)

cmh − cm−1
h = Mcτm∆w

m
h in K ∈ Th(Ω). (36b)

We multiply (36a) by zh ∈Wh := {wh ∈ L2(Ω) | wh|K ∈
Pk(K),K ∈ Th(Ω)} and integrate over K:

∫

K

wmh zh dx = (37)

− ε2
cT

∫

K

∆cmh zh dx+

∫

K

h(φmh , c
m
h )zh dx.

An application of Green’s formula yields

∫

K

∆cmh zh dx = (38)

−
∫

K

∇cmh · ∇zh dx+

∫

∂K

n∂K · ∇cmh zh ds.

On the other hand, multiplying (36b) by vh ∈ Vh and
integrating over K gives

∫

K

(cmh − cm−1
h )vh dx = Mcτm

∫

K

∆wmh vh dx. (39)

By another application of Green’s formula we obtain

∫

K

∆wmh vh dx =

∫

K

wmh ∆vh dx + (40)

∫

∂K

n∂K · ∇wmh vh ds−
∫

∂K

wmh n∂K · ∇vh ds.

It follows from (37)-(40) that

∫

K

wmh zh dx = ε2
cT
(∫

K

∇cmh · ∇zh dx − (41a)

∫

∂K

n∂K · ∇cmh zh ds
)

+

∫

K

h(φmh , c
m
h )zh dx,

∫

K

(cmh − cm−1
h )vh dx = Mcτm

(∫

K

wmh ∆vh dx + (41b)

∫

∂K

n∂K · ∇wmh vh ds−
∫

∂K

wmh n∂K · ∇vh ds
)
.

Summing over all K ∈ Th in (41a) and (41b), we obtain
the weak formulation of the mixed formulation (36a),
(36b). A general C0DG approximation is based on the
weak formulation of the mixed formulation and charac-
terized by numerical flux functions ĉm∂K and ŵm∂K . We
are looking for a pair (cmh , w

m
h ) ∈ Vh ×Wh such that for

all (vh, zh) ∈ Vh ×Wh it holds

∑

K∈Th(Ω)

∫

K

wmh zh dx = ε2
cT

∑

K∈Th(Ω)

(∫

K

∇cmh · ∇zh dx −

(42a)∫

∂K

n∂K · ĉm∂Kzh ds
)

+
∑

K∈Th(Ω)

∫

K

h(φmh , c
m
h )zh dx,

∑

K∈Th(Ω)

∫

K

(cmh − cm−1
h )vh dx = (42b)

Mcτm
∑

K∈Th(Ω)

(∫

K

wmh ∆vh dx−
∫

∂K

ŵm∂Kn∂K · ∇vh ds
)
.
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In particular, for the C0IPDG approximation the numer-
ical flux functions ĉm∂K and ŵm∂K are given by

ĉm∂K |E :=

{
{∇cmh }E , E ∈ EΩh

0 , E ∈ EΓh
, (43a)

ŵm∂K := ε2
cT
(
{∆umh }E − αh−1

E nE · [∇cmh ]E

)
, (43b)

where α > 0 is a penalty parameter. This particular
choice of the numerical flux functions allows to eliminate
wmh from the system (42a),(42b). In fact, if we choose
zh = ∆vh in (42a), we obtain the following C0IPDG
approximation of the implicitly in time discretized Cahn-
Hilliard type equation for the concentration field:
Find cmh ∈ Vh such that for all vh ∈ Vh it holds

(cmh , vh)0,Ω + τm aDGh (cmh , vh) = (cm−1
h , vh)0,Ω , (44)

where the C0IPDG semilinear form aDGh (·, ·) is given by

aDGh (ch, vh) := (45)

Mc

∑

K∈Th(Ω)

(
ε2
cT

∫

K

∆ch∆vh dx+

∫

K

h(φmh , ch)∆vh dx
)

−Mcε
2
cT

∑

E∈Eh(Ω̄)

∫

E

(
{∆ch}E nE · [∇vh]E ds

−Mcε
2
cT

∑

E∈Eh(Ω̄)

nE · [∇ch]E{∆vh}E
)
ds

+ αMcε
2
cT

∑

E∈Eh(Ω̄)

h−1
E

∫

E

nE · [∇ch]E nE · [∇vh]E ds.

The advantage of the C0IPDG approximation is that
the finite element space Vh can be used as well for the
spatial discretization of the implicitly in time discretized
equations (21) for the orientation angle and (27) for the
local degree of crystallinity. In particular, for the former
one we are looking for Θmh ∈ Vh such that

(Θmh , vh)0,Ω + (46)

MΘHTτm(ω(φm−1
h )(κΘ + |∇Θmh |2)−1/2∇Θmh ,∇vh)0,Ω

+MΘε
2
φTτm(z(φm−1

h , Θmh )|∇φm−1
h |2, vh)0,Ω =

(Θm−1
h , vh)0,Ω , vh ∈ Vh.

On the other hand, the latter one amounts to the com-
putation of φmh ∈ Vh such that

(φmh , vh)0,Ω +Mφτm

(
ε2
φT (a(∇φmh , Θmh )∇φmh ,∇vh)0,Ω +

(47)

(r(φmh , c
m−1
h , Θmh ), vh)0,Ω

)
= (φm−1

h , vh)0,Ω , vh ∈ Vh.

The existence of solutions Θmh , φ
m
h , and cmh of the fully

discretized equations (46),(47), and (44) can be shown
in a similar way as in the previous section.

Remark 4.1. The regularization parameter κΘ should be
chosen according to κΘ = O(h) in order to obtain the
same qualitative approximation properties as for the un-
regularized problem (cf.,e.g., [5]).

5 Predictor corrector continuation strategy

The numerical solution of (44) ,(46), and (47) amounts
to the successive solution of three nonlinear algebraic
systems. We assume Vh = span{ϕ1, · · · , ϕNh}, Nh ∈ N,
such that

Θmh =

Nh∑

j=1

xm1,jϕj , φ
m
h =

Nh∑

j=1

xm2,jϕj , c
m
h =

Nh∑

j=1

xm3,jϕj .

Setting

xmi = (xmi,1, · · · , xmi,Nh)T , 1 ≤ i ≤ 3,

the algebraic formulation of (44),(46), and (47) leads to
the three nonlinear systems

Fk(xmk , tm) = 0, 1 ≤ k ≤ 3, (48)

where Fk : RNh ×RNh ×R+ → RNh , 1 ≤ k ≤ 3, and the
components Fk,i, 1 ≤ i ≤ Nh, are given by

F1,i(x
m
1 , tm) :=

Nh∑

j=1

xm1,j(ϕj , ϕi)0,Ω +

MΘHTτm

Nh∑

j=1

xm1,j(ω(xm−1
2 )b(xm1 )∇ϕj ,∇ϕi)0,Ω +

MΘε
2
φTτm(z(xm−1

2 ,xm1 )|
Nh∑

k=1

xm−1
2,k ∇ϕk|2, ϕi)0,Ω −

Nh∑

j=1

xm−1
1,j (ϕj , ϕi)0,Ω ,

F2,i(x
m
2 , tm) :=

Nh∑

j=1

xm2,j(ϕj , ϕi)0,Ω +

Mφτm

(
ε2
φT

Nh∑

j=1

xm2,j(a(xm2 ,x
m
1 )∇ϕj ,∇ϕi)0,Ω +

(r(xm2 ,x
m−1
3 ,xm1 ), ϕi)0,Ω

)
−

Nh∑

j=1

xm−1
2,j (ϕj , ϕi)0,Ω ,

F3,i(x
m
3 , tm) :=

Nh∑

j=1

xm3,j(ϕj , ϕi)0,Ω +

τm aDGh (

Nh∑

j=1

xm3,jϕj , ϕi)−
Nh∑

j=1

xm3,j(ϕj , ϕi)0,Ω .

where

z(xm−1
2, ,xm1 ) := z(

Nh∑

k=1

xm−1
2,k ϕk,

Nh∑

k=1

xm1,kϕk),

b(xm1 ) := (κΘ + |
Nh∑

k=1

xm1,k∇ϕk|2)−1/2,
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a(xm2 ,x
m
1 ) := a(

Nh∑

k=1

xm2,k∇ϕk,
Nh∑

k=1

xm1,kϕk),

r(xm2 ,x
m−1
3 ,xm1 ) :=

r(

Nh∑

k=1

xm2,kϕk,

Nh∑

k=1

xm−1
3,k ϕk,

Nh∑

k=1

xm1,kϕk).

The nonlinear systems (48) can be solved by Newton’s
method, but the problem is the appropriate choice of
the time step sizes τm, 1 ≤ m ≤ M, in order to guar-
antee convergence of Newton’s method. In fact, a uni-
form choice τm = T/M only works, if M is chosen suf-
ficiently large which would require an unnecessary huge
amount of time steps. In particular, this applies to the
nonlinear system (48) for k = 1 reflecting the singular
character of the second order total variation flow prob-
lem. An appropriate way to overcome this difficulty is to
apply a predictor corrector continuation strategy with
an adaptive choice of the time steps (cf., e.g., [16,30]).
Given the triple (xm−1

1 ,xm−1
2 ,xm−1

3 ), the time step size
τm−1,0 = τm−1, and setting k = 0, where k is a counter
for the predictor corrector steps, the predictor step for
(48) consists of constant continuation leading to the ini-
tial guesses

x
(m,k)
i = xm−1

i , 1 ≤ i ≤ 3, tm = tm−1 + τm−1,k. (49)

We set i = 1, where 1 ≤ i ≤ 3 is a counter for the nonlin-

ear system. Setting further νi = 0 as well as x
(m,k,νi)
i =

x
(m,k)
i , for νi ≤ νmax, where νmax > 0 is a pre-specified

maximal number, the Newton iteration

F′i(x
(m,k,νi)
i , tm)∆x

(m,k,νi)
i = −Fi(x

(m,k,νi)
i , tm), (50)

x
(m,k,νi+1)
i = x

(m,k,νi)
i + ∆x

(m,k,νi)
i , νi ≥ 0,

serves as a corrector whose convergence is monitored by
the contraction factor

Λ(m,k,νi)
xi =

‖∆x
(m,k,νi)
i ‖

‖∆x
(m,k,νi)
i ‖

, (51)

where ∆x
(m,k,νi)
i is the solution of the auxiliary Newton

step

F′1(x
(m,k,νi)
i , tm)∆x

(m,k,νi)
i = − F1(x

(m,k,νi+1)
i , tm).

(52)

If the contraction factor satisfies

Λ(m,k,νi)
x1

<
1

2
, (53)

we set νi = νi + 1. If νi > νmax, both the Newton iter-
ation and the predictor corrector continuation strategy
are terminated indicating non-convergence. Otherwise,
we continue the Newton iteration (50). If (53) does not
hold true, we set k = k+ 1 and the time step is reduced
according to

τm,k = max(

√
2− 1√

4Λ
(m,k,νi)
xi + 1− 1

τm,k−1, τmin), (54)

where τmin > 0 is some pre-specified minimal time step.
If τm,k ≥ τmin, we set i = 1 and go back to the prediction
step (49). Otherwise, the predictor corrector strategy is
stopped indicating non-convergence. The Newton itera-
tion is terminated successfully, if for some ν∗i > 0 the
relative error of two subsequent Newton iterates satisfies

‖x(m,k,ν∗i )
i − x

(m,k,ν∗i −1)
i ‖

‖x(m,k,ν∗i )
i ‖

< ε (55)

for some pre-specified accuracy ε > 0. In this case, we
set i = i + 1. As long as i ≤ 3, we continue with the
Newton iteration for the next nonlinear system. If i > 3,
we set

xmi = x
(m,k,ν∗i )
i , 1 ≤ i ≤ 3, (56)

and predict a new time step according to

τm = min( min
1≤i≤3

(
√

2− 1) ‖∆x
(m,k,0)
i ‖

2Λ
(m,k,0)
xi ‖x(m,k,0)

i − xmi ‖
, amp) τm,k,

(57)

where amp > 1 is a pre-specified amplification factor
for the time step sizes. We set m = m + 1 and begin
new predictor corrector iterations for the time interval
[tm, tm+1].

6 Numerical results

We have applied the splitting scheme to two examples,
namely the crystallization of a single crystal (Example
1) and the crystallization of four single crystals with dif-
ferent orientation angles (Example 2). In both examples
the physical domain has been Ω = (0.8 µm, 0.8 µm)2,
and we have chosen the same physical data, i.e., inter-
face free energy constants, temperature and mobilities,
constants for the Helmholtz free energy, and constants
for the anisotropy function s and the functions w and ω
as displayed in Table 1 - Table 5.
For the finite element approximation we have chosen
a uniform grid of mesh width h, polynomial degree k,
penalty parameter α for the C0IPDG approximation of
the Cahn-Hilliard type equation, and regularization pa-
rameter κΘ for the regularization of the second order
total variation flow problem as shown in Table 6. The pa-
rameters for the predictor corrector continuation strat-
egy are given in Table 7.

εφ εc H

3.0 · 10−11 4.0 · 10−13 1.0 · 10−3

Table 1. Physical data: Interface free energy constants.
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T MΘ Mφ Mc

298.15 1.0 1.0 · 104 1.0 · 10−4

Table 2. Physical data: Temperature and mobilities.

WL βL T
(L)
M

4.0 9.15 · 10−2 273.15

Table 3. Physical data for the Helmholtz free energy I.

WS βS T
(S)
M

4.0 −1.31 · 10−1 343.15

Table 4. Physical data for the Helmholtz free energy II.

s0 ms wL wS εw εr
0.04 4 0.5 0.05 1.0 · 10−3 1.0 · 10−3

Table 5. Physical data: Anisotropy function s, function w,
and function ω.

Example 1. We consider the growth of a single crystal
which is initially occupying a subdomain Ω0 around the
center of the computational domain Ω. The initial data
are given by

Θ0
h =

{
1.2 π , x ∈ Ω̄0

1.0± 0.05 π , elsewhere
,

φ0
h =

{
1.0 , x ∈ Ω̄0

0.0 , elsewhere
,

c0h =

{
1.0 , x ∈ Ω̄0

0.5± 0.05 , elsewhere
,

where the values for Θ0
h and c0h outside Ω0 are chosen

randomly.

Fig. 1. Example 1: Anisotropic growth of a crystal. Orien-
tation angle (top) and local degree of crystallinity (bottom)
at initial time t = 0 sec (left), at time t = 2.07 · 10−2 sec
(middle), and at time t = 1.38 · 10−1 sec (right).

h k α κΘ
8.8 · 10−2 µm 2 12.5 1.0 · 10−3

Table 6. Computational data for the C0IPDG approxima-
tion: mesh width, polynomial degree, penalization parameter,
and regularization parameter.

νmax τmin ε amp

50 1.0 · 10−6 1.0 · 10−3 1.2

Table 7. Computational data for the predictor corrector con-
tinuation strategy: maximum number of Newton iterations,
minimum time step size, relative accuracy of Newton itera-
tions, and amplification factor for new time step size.

The initial configuration for Θh and φh is shown in Fig-
ure 1 (left), whereas Figure 1 (middle) and Figure 1
(right) display the values at the intermediate time t =
2.07 · 10−2 and the time t = 1.38 · 10−1. For Θh ’red’
represents the orientation angle 1.2 π and for φh ’red’
and ’blue’ represent the local degrees of crystallinity 1.0
and 0.0, respectively. We see that the crystal grows in
time with a narrow interface featuring steep gradients,
in particular for the orientation angle which is typical
for second order total variation flow problems.

Fig. 2. Example 1: Anisotropic growth of a crystal. Ori-
entation angle (left), local degree of crystallinity (middle),
and concentration field (right) at initial time t = 0 sec
(top), at time t = 2.07 · 10−2 sec (middle), and at time
t = 1.38 · 10−1 sec (bottom).

Figure 2 displays a top view of the three phase field
variables Θh, φh, and ch at initial time t = 0 (top), the
intermediate time t = 2.07 · 10−2 (middle), and the time
t = 1.38 · 10−1 (bottom). The coloring for Θh and φh is
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Fig. 3. Example 1: Performance of the predictor corrector
continuation strategy.

the same as in Figure 1. For the concentration ch, ’red’
indicates ch = 1.0 and ’blue’ stands for ch = 0.0. As to be
expected, the region where ch = 1.0 increases according
to the growth of the crystal, whereas outside that region
we observe the typical spinodal decomposition for Cahn-
Hilliard type equations.
The performance of the predictor corrector continuation
strategy is shown in Figure 3 which displays the adap-
tively chosen time step sizes as a function of the itera-
tions. The appropriate choice of τm is most critical for
the fully discrete Θ equation, since the original Θ equa-
tion represents a very singular diffusion process. As it
turned out, the predicted time steps for the fully dis-
crete Θ equation have been frequently rejected and sub-
sequently reduced by the adaptive algorithm, whereas
the then predicted time steps for the fully discrete φ and
c equations have been always accepted.

Example 2. We consider the growth of four single crys-
tals of different size and orientation which are initially
occupying subdomains Ωi, 1 ≤ i ≤ 4, around the cen-
ter of the computational domain Ω. The initial data are
given by

Θ0
h =





1.2 π , x ∈ Ω̄1

1.0 π , x ∈ Ω̄2

0.8 π , x ∈ Ω̄3

0.6 π , x ∈ Ω̄4

0.9± 0.05 π , elsewhere

,

φ0
h =

{
1.0 , x ∈ Ω̄i, 1 ≤ i ≤ 4,
0.0 , elsewhere

,

c0h =

{
1.0 , x ∈ Ω̄i

0.5± 0.05 , elsewhere
,

where the values for Θ0
h and c0h outside

⋃4
i=1 Ω̄i are cho-

sen randomly.
Figure 4 (left) shows the initial configuration for Θh and
φh, whereas Figure 4 (middle) and Figure 4 (right) dis-
play the values of these phase field variables at the in-
termediate time t = 7.51 · 10−2 sec and at the time
t = 1.54 ·10−1 sec. The coloring for the local crystallinity
φh is the same as in Example 1. As far as the orientation
angle Θh is concerned, ’dark red’, ’light red’, ’light blue’,

Fig. 4. Example 2: Anisotropic growth of four crystals of
different size and orientation. Orientation angle (top) and
local degree of crystallinity (bottom) at initial time t = 0 sec
(left), at intermediate time t = 7.51 · 10−2 sec (middle), and
at time t = 1.54 · 10−1 sec (right).

and ’dark blue’ stand for 1.2 π, 1.0 π, 0.8 π, and 0.6 π,
respectively. We see the crystals grow in time (Figure 4
(bottom middle)) with the two bigger crystals merging
into each other (Figure 4 (bottom right)). The orien-
tation follows the crystal growth developing upper and
lower facets with narrow interfaces and steep gradients
in between (Figure 4 (top middle and top right)).
Figure 5 provides a top view of the three phase field
variables Θh, φh, and ch at the initial time t = 0 sec
(top), at the intermediate times t = 5.0 ·10−2 sec (below
top), t = 7.51 ·10−2 sec (above bottom), and at the time
t = 1.54 · 10−1 sec (bottom). The coloring for Θh and
φh is the same as in Figure 4 and the coloring for the
concentration ch is the same as in Example 1.

Finally, Figure 6 displays the performance of the pre-
dictor corrector continuation strategy. We observe sig-
nificantly more reductions of the time step sizes as in
Example 1. In particular, strong reductions occur when
the domains merge into each other.

7 Conclusions

We have provided a numerical approach for the solu-
tion of a phase field model describing polycrystalliza-
tion processes in binary mixtures. The three pillars of
this approach are a splitting method in time, a finite
element discretization in space including a C0IPDG ap-
proximation of the Cahn-Hilliard type equation for the
concentration field, and a predictor corrector continua-
tion strategy for the numerical solution of the fully dis-
cretized problem. The numerical results illustrate that
the approach is capable to capture the essential features
of pattern formation in polycrystalline growth processes.
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J.F. Douglas; A general mechanism of polycrystalline
growth. Nature Materials 3, 645–650, 2004.

25. L. Gránásy, T. Pusztai, and J.A. Warren; Modeling
polycrystalline solidification using phase field theory. J.
Phys.: Condens. Matter 16, R1205-R1235, 2004.

26. L. Gránásy, T. Pusztai, D. Saylor, and J.A. Warren;
Phase field theory of heterogeneous crystal nucleation.
Phys. Rev. Lett. 98, 035703, 2007.

27. L. Gránásy, T. Pusztai, G. Tegze, J.A. Warren, and J.F.
Douglas; Growth and form of spherulites. Phys. Rev. E
72, 011605, 2004.

28. L. Gránásy, L. Ratkai, A. Szallas, B. Korbuly, G.
Toth, L. Környei, and T. Pusztai; Phase-field modeling
of polycrystalline solidification: from needle crystals to
spherulites a review. Metallurgica and Materials Trans-
actions A 45A, 2014.

29. M.E. Gurtin; Generalised Ginzburg-Landau and Cahn-
Hilliard equations based on a microforce balance. Physica
D 92, 178–192, 1996.

30. R.H.W. Hoppe and C. Linsenmann; An adaptive Newton
continuation strategy for the fully implicit finite element
immersed boundary method. J. Comp. Phys. 231, 4676–
4693, 2012.

31. R. Kobayashi, J.A. Warren, and W.C. Carter; A con-
tinuum model of grain boundaries. Physica D: Nonlinear
Phenomena 140, 141–150, 2000.
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