Joint Prototype and Metric Learning for Image Set Classification: Application to Video Face Identification
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Abstract
In this paper, we address the problem of image set classification, where each set contains a different number of images acquired from the same subject. In most of the existing literature, each image set is modeled using all its available samples. As a result, the corresponding time and storage costs are high. To address this problem, we propose a joint prototype and metric learning approach. The prototypes are learned to represent each gallery image set using fewer samples without affecting the recognition performance. A Mahalanobis metric is learned simultaneously to measure the similarity between sets more accurately. In particular, each gallery set is represented as a regularized affine hull spanned by the learned prototypes. The set-to-set distance is optimized via updating the prototypes and the Mahalanobis metric in an alternating manner. To highlight the importance of representing image sets using fewer samples, we analyzed the corresponding test time complexity with respect to the number of images used per set. Experimental results using YouTube Celebrity, YouTube Faces, and ETH-80 datasets illustrate the efficiency on the task of video face recognition, and object categorization.
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1. Introduction
Image set classification has been an active research field for more than twenty years [1, 2, 3, 4, 5, 6, 7, 8, 9]. The task is to assign each probe image set to its corresponding gallery subject. Templates stored in the gallery are also sets of images. Both gallery and probe sets contain various numbers of images, describing the same subject. In the
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Figure 1: Illustration of SPML. (L): The $\mathcal{H}(X_1)$, $\mathcal{H}(X_2)$, and $\mathcal{H}(X_3)$ denote three gallery sets from three different classes, while $\mathcal{H}(P)$ denotes a probe set. The $\mathcal{H}(X_1)$ and $\mathcal{H}(P)$ belong to the same class. (R): The $\mathcal{H}(Z_1)$, $\mathcal{H}(Z_2)$, and $\mathcal{H}(Z_3)$ denote the prototypes learned for the corresponding gallery sets. As illustrated, there are fewer samples in prototype presentation. After the process of SPML, distances between similar sets are "smaller", while the distances between dissimilar sets are "larger".

field of biometrics, many applications can be formulated as an image set classification problem, such as video-based face recognition [1], gesture recognition [10], and person re-identification across camera networks [2]. Compared with traditional single image classification, the set-based approach provides richer information with multiple samples. Hence, more reliable results are expected. However, it also introduces several new challenges: First, not all the information provided is useful for the task at hand. There is information redundancy or even noise, especially for large scale image sets. Second, the within-set variations are large (e.g., different views, illumination conditions, sensors). As a result, building a proper model is crucial. Third, the computational and storage cost are increased significantly with the rapid growth of data to be processed. For example, some videos could be thousands of frames long.

To solve the image set classification problem, a straightforward approach is to model the set-to-set distance. The smaller the distance is, the more similar two image sets will be. According to how this distance is modeled, existing literature can be grouped into three categories: (i) subspace model, (ii) statistical model, and (iii) affine hull model.

**Subspace Model**: Methods in this category can be further grouped into two sub-categories: single subspace model and multi-subspace model. In the single subspace model, each image set is modeled as a single linear subspace [11, 3, 4, 12, 5] and can be treated as a point on a Grassmann manifold [3, 4]. Different mutual subspace distances were defined based on the principal angles between subspaces. Linear discriminative analysis [11], non-linear manifold kernels [3, 4], sparse dictionary learning [12], and direct manifold-to-manifold mappings [5] are employed to optimize the distances. However, the single subspace model cannot reflect the importance of different local variations under different scenarios. In the multi-subspace model, each image set is modeled as a mixture of several subspaces [6, 7, 13, 8]. These subspaces can be constructed using clustering algorithms (e.g., k-means clustering [6], hierarchical agglomerative clustering [7], and Maximum Linear Patches [13, 8]). The set-to-set distance is defined as
the distance between the closest pair of local subspaces. It can represent the complex local variations in a better way. However, computing a multi-subspace model is very expensive and a large amount of data is needed.

**Statistical Model:** Statistical characteristics are used to model the image sets. It can be further divided into two sub-categories: parametric and non-parametric. In the parametric statistical model, an image set is either modeled as a single Gaussian distribution [9] or a mixture of Gaussian [14]. The Kullback-Leibler divergence [9] or kernel based distance [14] are used to measure the distance between two sets. Methods in this category make strong assumptions concerning the distribution of the data which may not always be true. In non-parametric statistical model, each image set is described using its statistical properties: mean [15, 16], covariance matrix [17, 16], and other higher order statistics [15]. The distance is measured either in a Euclidean space [15, 16] or on a Riemannian manifold [17, 16]. The manifold-to-manifold dimensionality reduction [18] was developed to reduce the cost of computing a high dimensional Riemannian manifold. Multi-metric learning [15, 16] was employed to combine different properties together. The non-parametric statistic model relies only on a few statistical properties. As a result, it is robust, but may ignore significant local variation in the data.

**Affine Hull Model:** Each image set is modeled as an affine hull [19] or different kinds of reduced affine hull [19, 20, 21]. The geodesic distance between two hulls is then employed to measure the dissimilarity between sets. Mahalanobis metric is employed [22] for a more accurate dissimilarity measurement. More recently, the correlations between different gallery sets were taken into consideration [2, 23]. Although the hull-based approaches have a better tolerance on intra-class variation, the global data structure is weakly characterized. In addition, it is computationally expensive, especially when there is a large number of images in each set. In summary, even though there is a plethora of algorithms developed to address the image set classification problem, most of them only focus on exploring more discriminative similarity measurements. Very few efforts were focused on reducing high time/storage cost and information redundancy introduced by large scale image sets.

To address this gap, we extend the method of Köstinger et al. [24] to set-to-set matching and propose the Set-based Prototype and Metric Learning framework (SPML). Groups of discriminative prototypes and a Mahalanobis metric are jointly learned for image set classification. The prototype learning seeks to represent the gallery image sets with fewer templates, while maintaining or improving the recognition performance. The metric learning seeks to tailor a more accurate set-to-set similarity measurement based on the learned prototypes. We formulate the learning problem in a single loss function, and optimize the prototypes and Mahalanobis metric simultaneously. After processing by our SPML, a probe image set lies closer to those gallery prototype sets from the same subject, and further from those gallery prototype sets from different subjects, as illustrated in Fig. 1.

Parts of this work has appeared in our conference version [25]. In this paper, we offer three major extensions: (i) we present a time complexity analysis on existing distance models to highlight our motivation; (ii) we provide more detailed discussions and comparisons with methods from different categories; (iii) we include additional sensitivity analyses carried out to explore different aspects of the proposed algorithm.

The rest of the paper is organized as follows: In Sec. 2, we discuss related works.
Table 1: Overview of the notations used in this paper. Matrices are denoted by bold upper-case letters, vectors by bold lower-case letters, sets by bold upper-case letters in Calligraphy, and scalars by non-bold English or Greek letters. The table fits in camera ready version.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_i$</td>
<td>$[x_{i,1}, x_{i,2}, \ldots, x_{i,N_i}] \in \mathbb{R}^{d \times N_i}$ the $i^{th}$ image set containing $N_i$ images</td>
</tr>
<tr>
<td>$x_{i,m}$</td>
<td>$\in \mathbb{R}^{d}$, $m \in [1, N_i]$ feature vector of the $m^{th}$ image in image set $X_i$</td>
</tr>
<tr>
<td>$Z_i$</td>
<td>$[z_{i,1}, z_{i,2}, \ldots, z_{i,K}] \in \mathbb{R}^{d \times K}$ the prototype representation of $X_i$, containing $K$ prototypes</td>
</tr>
<tr>
<td>$z_{i,k}$</td>
<td>$\in \mathbb{R}^{d}$, $k \in [1, K]$ feature vector of the $k^{th}$ prototype</td>
</tr>
<tr>
<td>$P$</td>
<td>$[p_1, p_2, \ldots, p_{N_p}] \in \mathbb{R}^{d \times N_p}$ a probe image set containing $N_p$ images</td>
</tr>
<tr>
<td>$p_{m}$</td>
<td>$\in \mathbb{R}^{d}$, $m \in [1, N_p]$ feature vector of the $m^{th}$ image in probe image set</td>
</tr>
<tr>
<td>$G$</td>
<td>${ (X_i, y_i) \mid i \in [1, N] }$ a gallery with $N$ image sets, where $y_i$ is the label of $X_i$</td>
</tr>
<tr>
<td>$Z$</td>
<td>${ (Z_i, y_i) \mid i \in [1, N] }$ a set containing prototype representation of all image sets in the gallery</td>
</tr>
<tr>
<td>$M$</td>
<td>$\in \mathbb{R}^{d \times d}$ the Mahalanobis matrix</td>
</tr>
<tr>
<td>$\mathcal{H}(\ast)$</td>
<td>a regularized affine hull spanned by $\ast$</td>
</tr>
</tbody>
</table>

In Sec. 3 we introduce the mathematical model of the proposed framework. In Sec. 4 we discuss the implementation of our framework and the testing time complexity. In Sec. 5 we present the experimental settings and results; In Sec. 6 we summarize the limitations of our proposed framework; Sec. 7 concludes the paper.

### 2. Related Work

In this section, we offer a brief introduction on algorithms that are closely related to our work. In particular, our work is built on the regularized nearest points (RNP) method \[21\], set-to-set distance metric learning (SSDML) \[22\], and the prototype learning for large margin nearest neighbor classifiers \[24\]. For the convenience of discussion, an overview of the notations used in this paper is summarized in Table 1.

In RNP, Yang et al. \[21\] proposed to model an image set $X_i$ as a regularized affine hull (RAH), spanned by all its samples:

$$
\mathcal{H}(X_i) = \left\{ X_i \alpha_i \bigg| \sum_{m=1}^{N_i} \alpha_{i,m} = 1, \| \alpha_i \|_p < \sigma \right\},
$$

with a regularization on the $l_p$ norm of the the combination coefficient $\| \alpha \|_p < \sigma$, where $\alpha_i = [\alpha_{i,1}, \alpha_{i,2}, \ldots, \alpha_{i,m}]^T$. The distance between two image sets $X_i$ and $X_j$ is then defined as the geodesic distance between $\mathcal{H}(X_i)$ and $\mathcal{H}(X_j)$:

$$
D^2(X_i, X_j) = \min_{\alpha_i, \alpha_j} \left[ (X_i \alpha_i - X_j \alpha_j)^T (X_i \alpha_i - X_j \alpha_j) \right] \\
s.t. \| \alpha_i \|_p < \sigma_1, \| \alpha_j \|_p < \sigma_2, \sum_{m=1}^{N_i} \alpha_{i,m} = 1, \sum_{m=1}^{N_j} \alpha_{j,m} = 1
$$

(2)
By relaxing \( \sum_{m=1}^{N_i} \alpha_{i,m} = 1 \) and \( \sum_{m=1}^{N_j} \alpha_{j,m} = 1 \) to \( \sum_{m=1}^{N_i} \approx 1 \) and \( \sum_{m=1}^{N_j} \approx 1 \) and using the Lagrangian formulation, Eq. (2) with \( l_p = 2 \) can be integrated as

\[
D^2(X_i, X_j) = \min_{\alpha_i, \alpha_j} \left( \| u - \hat{X}_i \alpha_i - \hat{X}_j \alpha_j \|^2 + \lambda_1 \| \alpha_i \|^2 + \| \alpha_j \|^2 \right),
\]

where \( u = [0; 1; 1] \), \( \hat{X}_i = [X_i; 1^T; 0^T] \), \( \hat{X}_j = [-X_j; 0^T; 1^T] \), and the column vectors 0 and 1 have the appropriate sizes associated with their corresponding context. Although the regularization can effectively restrict the expansion of the hull area, the natural geodesic distance might not reflect the dissimilarity for the task at hand properly.

To tailor a more accurate set-to-set distance, Zhu et al. [22] extended the Mahalanobis distance metric learning [26] to the geodesic distance between hulls:

\[
D^2_M(X_i, X_j) = (X_i \hat{\alpha}_i - X_j \hat{\alpha}_j)^T M (X_i \hat{\alpha}_i - X_j \hat{\alpha}_j)
\]

\[
(\hat{\alpha}_i, \hat{\alpha}_j) = \arg \min_{\alpha_i, \alpha_j} \left( (X_i \alpha_i - X_j \alpha_j)^T M (X_i \alpha_i - X_j \alpha_j) \right)
\]

s.t. \( \| \alpha_i \|_{l_p} < \sigma_1 \), \( \| \alpha_j \|_{l_p} < \sigma_2 \), \( \sum_{m=1}^{N_i} \alpha_{i,m} = 1 \), \( \sum_{m=1}^{N_j} \alpha_{j,m} = 1 \).

where \( M \) is a positive semi-definite matrix to be learned. It can be learned using any distance metric learning model. In both RNP and SSDML, the restricted affine hull is spanned by all the samples in the image set. This is not only computationally expensive, but also sensitive to outliers. In single-shot image classification, Köstinger et al. [24] proposed to reduce and optimize the templates used for each subject, and a distance metric is learned jointly. In this paper, we extend this idea to set-to-set matching. In particular, we build a framework, which can jointly learn a prototype representation and a Mahalanobis distance metric for the geodesic distance between hulls.

3. Method

In this section, we describe the SPML framework. Specifically, our objectives are to learn jointly: (i) a prototype representation for each gallery image set, using fewer samples, and (ii) a corresponding Mahalanobis distance metric with better discriminative property for set-to-set matching.

3.1. Mathematical Model

In the prototype representation, each gallery image set \( X_i \) is then represented as an RAH spanned by the prototypes:

\[
\mathcal{H}(Z_i) = \left\{ Z_i \beta \mid \sum_{k=1}^{K} \beta_k = 1, \| \beta \|_{l_p} < \sigma \right\},
\]

where \( Z_i = [z_{i,1}, z_{i,2}, \ldots, z_{i,K}] \in \mathbb{R}^{d \times K} \) denotes for the prototype set containing \( K \) prototypes (\( K < N_i \)). To distinguish between the representation coefficients of the
original RAH \( \mathcal{H}(X_i), \beta = [\beta_1, \beta_2, ..., \beta_K]^T \) is used to denote the representation coefficients of the prototype RAH \( \mathcal{H}(Z_i) \). The prototypes and the Mahalanobis distance metric are optimized by minimizing a loss function across the whole gallery:

\[
(Z, M) = \arg \min_{Z, M} \mathcal{L}(G, Z, M)
= \arg \min_{Z, M} \sum_{\mathcal{G}} \mathcal{L}_i(X_i, Z, M).
\] (6)

The proposed loss function \( \mathcal{L} \) is a variant of the Large Margin Nearest Neighbors (LMNN) approach [27], and the loss on each gallery set \( X_i \) is defined as:

\[
\mathcal{L}_i(X_i, Z, M) = (1 - \mu) \sum_{S_i} \mathcal{D}_M^2(X_i, Z_j) + \mu \sum_{V_i} [2\mathcal{D}_M^2(X_i, Z_j) - \mathcal{D}_M^2(X_i, Z_l)]_+, \] (7)

The objective of the first term is to pull target neighbors (i.e., \( Z_j \)) “closer”, where target neighbors denote the k-nearest prototype sets to \( X_i \) and labeled as \( y_i \). All the indices of the target neighbors are contained in \( S_i \). The objective of the second term is to push impostors of \( X_i \) (i.e., \( Z_l \)) "far away", where \( V_i = \{(j, l)|j \in S_i \text{ and } y_l \neq y_i\}, \) \([x]_+ = \max(x, 0)\). The trade-off between the pull and push terms is determined by \( \mu \in [0, 1] \). The LMNN function was selected due to its robustness. Other loss functions could have been selected instead. The distance used in Eq. (7) is the Mahalanobis distance between restricted affine hulls, specifically,

\[
\mathcal{D}_M^2(X_i, Z_j) = (X_i\hat{\alpha}_i - Z_j\hat{\beta}_j)^T M(X_i\hat{\alpha}_i - Z_j\hat{\beta}_j)
(\hat{\alpha}_i, \hat{\beta}_j) = \arg \min_{\alpha_i, \beta_j} [(X_i\alpha_i - Z_j\beta_j)^T M(X_i\alpha_i - Z_j\beta_j)]
\] (8)

However, Mahalanobis distance under other hull models [19, 20] can also be employed instead.

3.2. Optimization

The prototype gallery \( Z \) and the Mahalanobis matrix \( M \) are optimized via solving Eq. (8) in an EM-like manner. Specifically, gradient descent is employed to update \( Z \) and \( M \) in an alternating manner.

\( M \) Step: In this step, \( M \) is updated using gradient descent with the prototype \( Z \) fixed. At the \((t+1)\)th iteration, the \( M \) is then updated via

\[
M^{t+1} = M^t - \eta M \frac{\partial \mathcal{L}_t}{\partial M^t},
\] (9)
where \( \eta_M \) is the learning rate. The partial derivative of \( \mathcal{L} \) with respect to \( M \) is given by:

\[
\frac{\partial \mathcal{L}}{\partial M} = \sum_{g} \frac{\partial \mathcal{L}_i}{\partial M} = \sum_{g} \left[ (1 - \mu) \sum_{S_i} C_{ij} + \mu \sum_{\mathcal{V}_{i+}} (2C_{ij} - C_{il}) \right],
\]

(10)

where,

\[
C_{ij} = (X_i \hat{\alpha}_i - Z_j \hat{\beta}_j)(X_i \hat{\alpha}_i - Z_j \hat{\beta}_j)^T
\]

(11)

\[
\mathcal{V}_{i+} = \{(j,l) \mid 2D^2_M(X_i, Z_j) - D^2_M(X_i, Z_l) > 0 \}.
\]

The representation coefficients \((\hat{\alpha}_i, \hat{\beta}_j)\) are calculated from Eq. (8), and \(\mathcal{V}_{i+}\) is a subset of \(\mathcal{V}_i\), containing the index pairs \((j, l)\) for which the hinge loss in \(\mathcal{L}_i\) is larger than zero. To ensure that \(M\) is positive semi-definite, the updated \(M\) is projected onto its nearest positive semi-definite matrices as described in [23].

**\(Z\) Step:** In \((t + 1)\)th iteration, each prototype set \(Z^{t+1}_k \in \mathcal{Z}^{t+1}\) is optimized independently by:

\[
Z^{t+1}_k = Z^t_k - \eta_Z \frac{\partial \mathcal{L}^t}{\partial Z_k},
\]

(12)

where \(\eta_Z\) is the learning rate for \(Z\). The partial derivative of the loss function \(\mathcal{L}\) with respect to \(Z_k\) is the summation of partial derivative of loss on each gallery set:

\[
\frac{\partial \mathcal{L}}{\partial Z_k} = \sum_{g} \frac{\partial \mathcal{L}_i}{\partial Z_k}.
\]

(13)

Since \(Z_k\) is considered to be a target neighbor for some of the gallery sets \(X_i\), but an impostor for a different \(X_i\), the corresponding partial derivatives vary. Specifically, when \(Z_k\) is treated as a target neighbor (i.e., \(k \in \mathcal{S}_i\) and \((k,l) \in \mathcal{V}_{i+}\)), its partial derivative is given by:

\[
\frac{\partial \mathcal{L}_i}{\partial Z_k} = -2(1 - \mu) \sum_{k \in \mathcal{S}_i} M(X_i \hat{\alpha}_i - Z_k \hat{\beta}_k) \hat{\beta}_k^T - 4\mu \sum_{(k,l) \in \mathcal{V}_{i+}} M(X_i \hat{\alpha}_i - Z_k \hat{\beta}_k) \hat{\beta}_k^T.
\]

(14)

When \(Z_k\) is treated as an impostor that violates the predefined margin (i.e., \((j,k) \in \mathcal{V}_{i+}\)), its partial derivative is given by:

\[
\frac{\partial \mathcal{L}_i}{\partial Z_k} = 2\mu \sum_{(j,k) \in \mathcal{V}_{i+}} M(X_i \hat{\alpha}_i - Z_k \hat{\beta}_k) \hat{\beta}_k^T.
\]

(15)

In all other cases,

\[
\frac{\partial \mathcal{L}_i}{\partial Z_k} = 0.
\]

(16)
Update Neighborhood: Once $Z$ or $M$ has been updated, the corresponding distance and neighborhood relationship should be refined. The Mahalanobis metric $M$ can be decomposed via Cholesky decomposition $M = L^T L$. The distance between $X_i$ and $Z_j$ in Eq. (8) can be written as:

$$D^2_M(X_i, Z_j) = \left[ L(X_i \hat{\alpha}_i - Z_j \hat{\beta}_j) \right]^T L(X_i \hat{\alpha}_i - Z_j \hat{\beta}_j)$$

(17)

It is equivalent to first project $X_i$ and $Z_j$ into a new space defined by $L$, and then calculates the geodesic distance between the two hulls in the projected space. Using the same trick in Eq. (3), Eq. (17) can be formulated as

$$D^2_M(X_i, Z_j) = \min_{\alpha_i, \beta_j} \left( \| u' - \hat{X}' \hat{\alpha}_i - \hat{Z}' \hat{\beta}_j \|_2^2 + \lambda_1 \| \alpha_i \|_2^2 + \lambda_2 \| \beta_j \|_2^2 \right),$$

(18)

where $u = [0; 1; 1]$, $\hat{X}' = [LX_i; 1^T; 0^T]$, and $\hat{Z}' = [-LZ_j; 0^T; 1^T]$. The column vectors 0 and 1 have the appropriate sizes associated with their corresponding contexts. Eq. (18) has a closed-form solution. It can also be solved using the fast solver in [21] to update $D^2_M(X_i, Z_j)$. Once $D^2_M(X_i, Z)$ has been updated, the neighborhood relationships $(S_i, V_i)$ can be refined accordingly.

4. Discussion

In this section, we first discuss the implementation of the training and testing procedures for the proposed framework; and then analyze the testing time complexity, with respect to the number of images per gallery set.

4.1. Implementation

Training: The training process is conducted to optimize prototype $Z$ and the Mahalanobis matrix $M$. An overview of the training procedure is offered by Algorithm 1.

Line 1 (Initialization): The matrix $M$ is initialized using an identity matrix of the corresponding dimensions. The prototypes can be initialized in many ways, such as clustering or random sampling in the original image set. The values of the initial learning rates $\eta_M$ and $\eta_Z$ are set empirically.

Line 3 (Convergence criteria): In our implementation, the stopping condition is defined as the union of three criteria: (i) the relative change of $L$ is smaller than a threshold $\omega_L$ using a window of five iterations; (ii) both learning rates are smaller than a threshold $\omega_I$; or (iii) there are no impostors.

Lines 4-6, 8, 10-12, 14 (Adaptive Learning rate): If the update overshoots (i.e., $L^{t+1} >$
Algorithm 1 Set-based Prototypes and Metric Learning

Input: $\mathcal{G}$
Output: $Z, M$

1: Initialize $M_0, Z_0, \eta_M, \eta_Z$
2: procedure $(Z, M) = SPML(\mathcal{G})$
3: while convergence criterion is not met do
4: \hspace{1em} while $L^{t+1} > L^t$ do
5: \hspace{2em} $\eta_Z = (1 - \sigma_r)\eta_Z$
6: \hspace{1em} end while
7: \hspace{1em} Update $Z$ (Eq. (13))
8: \hspace{1em} $\eta_Z = (1 + \sigma_g)\eta_Z$
9: \hspace{1em} Update $D_M^2(X_i, Z_i), S_i,$ and $V_i$ (Eq. (18))
10: \hspace{1em} while $L^{t+1} > L^t$ do
11: \hspace{2em} $\eta_M = (1 - \sigma_r)\eta_M$
12: \hspace{1em} end while
13: \hspace{1em} Update $M$ (Eq. (9))
14: \hspace{1em} $\eta_M = (1 + \sigma_g)\eta_M$
15: \hspace{1em} Update $D_M^2(X_i, Z_i), S_i,$ and $V_i$ (Eq. (18))
16: \hspace{1em} end while
17: end procedure

$L^t$, the learning rate is reduced by a factor of $\sigma_r$ to increase the stability of the algorithm. If $M$ and $Z$ are updated successfully, the corresponding learning rates are increased by a factor $\sigma_g$ to speed up the convergence. The values of $\sigma_r$ and $\sigma_g$ are set empirically.

Testing: In the testing, a probe image set $P$ is compared with all the prototype sets in the gallery, and calculate their distances $D_M^2(P, Z_i), i \in [1, N]$. The probe is classified to

$$y_i = \text{arg} \min_i D_M^2(P, Z_i),$$

the same subject with its closest prototype gallery set.

4.2. Testing Time Complexity

We compare the testing time complexity of the proposed SPML with its most related hull based algorithms: SSDML and RNP. The elementary operation of the testing process (Eq. (19)) is calculating the distance between a gallery set and a probe set.

RNP: There are two ways to compute the distance between two sets (Eq. (3)): (i) a closed-form solution, and (ii) a fast solver. For the closed-form solution, the time complexity is $O((N_i + N_q)^3)$, where $N_i$ and $N_q$ denote the number of images in the current gallery set and probe image set, respectively. For the alternate fast solver, the time complexity is $O(d l (N_i + N_q))$, where $l$ is the number of iterations and $d$ is the feature dimensionality.

SSDML: An extra step of mapping features to the learned space is added to RNP. Its
Table 2: A summary of the datasets used in the experiments. Numbers listed in the table are computed based on our protocol and processing. There are some differences from the statistics of the original release that are explained in Sec. 5.1. The table fits in camera ready version.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Task</th>
<th>Num. of Subjects</th>
<th>Num. of Image Sets per Gallery Sub./Obj.</th>
<th>Num. of Probes</th>
<th>Num. of images per Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETH-80</td>
<td>Object Categorization</td>
<td>8</td>
<td>5</td>
<td>40</td>
<td>41</td>
</tr>
<tr>
<td>YTC</td>
<td>Video Face Identification</td>
<td>47</td>
<td>5</td>
<td>1,621</td>
<td>13 – 349</td>
</tr>
<tr>
<td>YTF</td>
<td>Video Face Identification</td>
<td>59</td>
<td>4</td>
<td>67</td>
<td>48 – 2,157</td>
</tr>
</tbody>
</table>

time complexity is $O\left(d^3(N_i + N_q)\right)$. The overall time complexity is $O\left(\left(N_i + N_q\right)^3\right)$ for the closed-form solution and $O\left((d^3 + dl)\left(N_i + N_q\right)\right)$ for the fast solver.

**SPML:** The distance between two sets is computed in the same manner with SSDML, by replacing the gallery set with the prototype set. The overall time complexity reduce to $O\left(K + N_q\right)^3$ and $O\left((d^3 + dl)(K + N_q)\right)$ for the closed-form solution and the fast solver, respectively, where the number of prototypes per set $K$ is smaller than $N_i$.

Based on the analysis above, the testing time is increasing linearly or in a cubic manner with the number of images per gallery set. Representing the gallery image set using fewer samples will reduce the testing time significantly.

5. Experiments

In this section, we designed experiments to evaluate the proposed SPML framework. The following information is provided: (i) datasets, (ii) baselines with corresponding settings, and (iii) experimental results.

5.1. Datasets

The ETH-80 [29], YouTube Celebrity (YTC) [30] and YouTube Face (YTF) [31] datasets were selected to assess the performance of the proposed SPML in object categorization and video-based face identification. The basic information about the employed datasets is summarized in Table 2.

**ETH-80:** This dataset comprises objects from eight categories, where each category contains 10 objects. For each object, 41 images from different views are captured to form an image set. Following [17], the original images are resized to $20 \times 20$ and the concatenated pixel values are used as features. In all the experiments, five objects are randomly sampled from each category to form the gallery, while the rest are used as probes. We repeat the random splitting of gallery and probe ten times and report the average performance.

**YTC:** This dataset contains low resolution video sequences of 47 subjects from YouTube. For each subject, the number of videos provided varies from 15 to 106. Following [22], the face area is detected frame by frame, resized to $30 \times 30$, and the concatenated pixel values are used as features. For each video, the number of valid image frames (i.e., a face is detected) varies from 13 to 349. In all the experiments, four videos are randomly sampled from each subject to form the gallery, while the rest are used as probes.
Table 3: A summary of the algorithms compared in the experiments.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Literature Source</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDL [17]</td>
<td>Wang et al. CVPR’12</td>
<td>Statistical</td>
</tr>
<tr>
<td>GDL [12]</td>
<td>Harandi et al. ICCV’13</td>
<td>Subspace</td>
</tr>
<tr>
<td>RNP [21]</td>
<td>Yang et al. FG’13</td>
<td>Hull</td>
</tr>
<tr>
<td>SSDML [22]</td>
<td>Zhu et al. ICCV’13</td>
<td>Hull</td>
</tr>
<tr>
<td>ISCRC [23]</td>
<td>Zhu et al. TIFS’14</td>
<td>Hull</td>
</tr>
</tbody>
</table>

We repeat the random splitting of gallery and probe ten times and report the average performance.

**YTF:** This dataset contains 3,425 videos captured from 1,595 different subjects. Our objective is to simulate a face identification task. However, for most subjects only a single video is available. As a result, these videos cannot be used to evaluate the identification performance. To this end, a subset of 59 subjects was selected for which five or more videos are available. For each video, the number of valid image frames (i.e., a face is detected) varies from 48 to 2,157. This dataset comes with three feature descriptors: Local Binary Patterns (LBP), Center-Symmetric LBP (CSLBP), and Four-Patch LBP (FPLBP). In all the experiments, four videos are randomly sampled from each subject to form the gallery, while the rest are used as probes. We repeat the random splitting of gallery and probe ten times and report the average performance.

**Feature Processing:** Principal Component Analysis (PCA) is applied to all the features for two reasons: (i) to reduce the noise in the features; and (ii) to avoid the over-fitting introduced by high dimensional features. Except for RNP, all the algorithms we evaluated use either distance metric learning (i.e., CDL, SSDML, and SPML) or dictionary learning (i.e., GDL, and ISCRC). Moutafis et al. [32] have illustrated experimentally that distance metric learning algorithms suffer from overfitting when high dimensional features are being used, because the parameters that need to learn increase quadratically with the feature dimensionality. Similar reasons also apply to dictionary learning algorithms. In particular, the length of the feature vectors is arbitrarily set to 100 as default in our experiments. A sensitivity analysis on the feature length is presented in Experiment 2. To reduce large intra-class variations, these PCA reduced features were projected onto an intra-class subspace following the procedure described in [33].

5.2. Baselines and Settings

In this section, we discuss the algorithms we compared in the experiments and their corresponding parameter settings. To conduct a fair comparison, all parameters are tuned according to the instructions in the original papers. In particular, we split the gallery set into gallery and validation via random sampling one image set per subject/object. All the tuning is conducted to achieve the highest identification rate in the validation set. All the parameters are initialized using the default values. All the changes are described in the following paragraphs. A summary of the selected algorithms is provided in Table 3. In particular, we select recently published algorithms...
Table 4: Summary of results for Experiment 1. The values denote the mean(%) and standard deviation(%) of rank-1 identification rate when only 10 prototypes are used.

<table>
<thead>
<tr>
<th>Method</th>
<th>ETH-80 mean</th>
<th>ETH-80 std.</th>
<th>YTC mean</th>
<th>YTC std.</th>
<th>YTF LBP mean</th>
<th>YTF LBP std.</th>
<th>YTF FPLBP mean</th>
<th>YTF FPLBP std.</th>
<th>YTF CSLBP mean</th>
<th>YTF CSLBP std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDL-lda</td>
<td>82.50</td>
<td>6.22</td>
<td>60.07</td>
<td>4.69</td>
<td>4.28</td>
<td>31.34</td>
<td>3.29</td>
<td>2.49</td>
<td>35.37</td>
<td>4.63</td>
</tr>
<tr>
<td>CDL-pls</td>
<td>80.75</td>
<td>8.07</td>
<td>60.14</td>
<td>2.96</td>
<td>5.04</td>
<td>30.90</td>
<td>3.89</td>
<td>3.89</td>
<td>35.22</td>
<td>5.43</td>
</tr>
<tr>
<td>GDL</td>
<td>82.50</td>
<td>5.47</td>
<td>64.82</td>
<td>3.09</td>
<td>5.13</td>
<td>46.57</td>
<td>5.20</td>
<td>5.20</td>
<td>50.03</td>
<td>4.81</td>
</tr>
<tr>
<td>RNP</td>
<td>78.75</td>
<td>5.51</td>
<td>64.11</td>
<td>2.11</td>
<td>3.20</td>
<td>53.13</td>
<td>7.10</td>
<td>4.52</td>
<td>4.63</td>
<td></td>
</tr>
<tr>
<td>SSDML</td>
<td>83.25</td>
<td>5.71</td>
<td>61.63</td>
<td>2.51</td>
<td>5.16</td>
<td>52.39</td>
<td>3.43</td>
<td>4.11</td>
<td>4.11</td>
<td></td>
</tr>
<tr>
<td>ISRC</td>
<td>67.50</td>
<td>4.74</td>
<td>47.84</td>
<td>2.71</td>
<td>4.69</td>
<td>48.21</td>
<td>3.60</td>
<td>39.40</td>
<td>3.80</td>
<td></td>
</tr>
<tr>
<td>SPML</td>
<td><strong>85.75</strong></td>
<td>6.43</td>
<td>61.67</td>
<td>3.00</td>
<td><strong>62.39</strong></td>
<td>6.11</td>
<td>50.90</td>
<td>4.40</td>
<td><strong>52.54</strong></td>
<td>2.56</td>
</tr>
</tbody>
</table>

from the three categories discussed in Sec. 1.

Statistical model: Covariance Discriminative Learning (CDL) [17] is selected due to its stable performance reported in the literature. In particular, it represents each image set using its covariance matrix, and the set-to-set distance is calculated on the Riemannian manifold. Two versions of implementations based on Linear Discriminant Analysis (LDA) and Partial Least Squares (PLS) are provided by Wang et al. [34], referred to as CDL-lda and CDL-pls. The parameters for this method are kept the same as default settings in the code after cross-validation.

Subspace model: Grassmann dictionary learning (GDL) [12] is one of the most recent algorithms that uses the linear subspace model. In particular, it extends the dictionary learning and sparse coding into the subspace model. The implementation is provided by Harandi et al. online [35]. In our experiments, the orthogonal representation of linear subspace is computed using Singular Value Decomposition. In each experiment, the order of the subspace is kept the same as the number of prototypes used. The number of atoms in the dictionary is set to be 20, 150, and 232 for ETH-80, YTC, and YTF, respectively based on cross-validation. The rest of the parameters are kept the same as the default settings after cross-validation.

Hull model: Except for RNP and SDML (introduced in Sec. 2), the image set based collaborative representation and classification (ISRC) [23] method is also included. As RNP is used to model the distance for SSDML, ISRC, and the proposed SPML, its performance is used as a baseline in our experiments. The implementations of all above algorithms is provided by Zhu et al. online [36]. For RNP the regularization parameters $\lambda_1$ and $\lambda_2$ are set to 10 based on the result of cross-validation. A nearest neighbor classifier is used for testing. For SSDML, the numbers of similar and dissimilar sets are set to be three and 30, accordingly.

SPML: For our proposed algorithm, the default settings are provided here. Each prototype set is initialized using $k$-means clustering, while the number of prototypes used is set to 10. As an LMNN-like objective function is employed, the related parameters are set to follow the original implementation of LMNN. The trade-off parameter $\mu$
Figure 2: Average rank-1 identification accuracy obtained using different length of features (Experiment 2): (a) results obtained in the ETH-80 dataset; (b) results obtained in the YTC dataset. Results for the hull-based algorithms are presented using solid lines. Results for statistics-based algorithms are presented in short dashed lines. Results for the subspace-based algorithms are presented in long dashed lines. The feature length covers from 100 to the original length without reduction with a step of 100.

(Eq. (7)) is set to 0.5 to equally weight the “pull” and “push” terms. The convergence threshold $\omega_C$ is set to 0.01. The learning rates $\eta_M$ and $\eta_Z$ are initialized to 0.01. The learning rate threshold $\omega_\eta$ is set to $10^{-7}$. The number of neighbors is set to three. The growth and reduction rates $\sigma_g$ and $\sigma_r$ (see Algorithm 1) are set to 0.05 and 0.5, respectively. Following the settings of we used for RNP, the regularization parameters $\lambda_1$ and $\lambda_2$ (Eq. (18)) are set to 10.

5.3. Experimental Results

Experiment 1: The objective of this experiment is to compare the classification performance of SPML with state-of-the-art approaches. Specifically, for all datasets the number of prototypes used to represent each gallery set is set to 10. To reduce the computational cost on YTF the samples per set in the probe are reduced to 100 using $k$-means clustering. For ETH-80 and YTC, the original probe sets are used. An overview of the results is offered in Table 4. As illustrated, SPML appears to outperform all methods for ETH-80, and two out of three features for YTF. The statistic-based CDL needs enough samples to estimate the covariance matrix. The subspace-based GDL can embed the information into a low order subspace. In the order of 10, it seems to perform worse than our proposed SPML. The RNP learns an unsupervised distance and thus does not fully utilize the labels of the training data. SSDML learns a distance metric, but the reduction in the number of samples per set appears to degrade its performance. ISCRC uses dictionary learning to compress the image set. However, the fitting does not appear to work well. Finally, SPML utilizes the training data more effectively to compress the input information into fewer prototypes. The inherent ability to perform a reduction in the number of samples per gallery set gives the edge to SPML over other methods. For YTC, and FPLBP features in YTF, SPML failed to improve the baseline provided by RNP. Further analysis is provided in Experiment 2 and Experiment 6.
Experiment 2: The objective of this experiment is to assess the impact of the feature length on the identification performance. An overview of the results is depicted in Fig. 3. The ETH-80 dataset and YTC dataset are used to assess the performance. The feature length used ranges from 100 to the original length, with a step of 100. In ETH-80, the performance of all algorithms is decreasing with the increase of the feature length. There are several reasons: (i) longer feature contains more noise; (ii) longer feature corresponds to more parameters to learn for each model. It may under-fit due to lack of training data or over-fit due to the complex model. It can be also observe that the hull-based methods (i.e., solid lines) are more robust to the changes of feature length. The statistic-based methods (i.e., long dashed lines) suffer the most from high dimensional features. Similar patterns can be observed from the results obtained in YTC. The performance of SPML and SSDML starts to decrease after the feature length of 300. With a feature length of 200 and 300 SPML can achieve comparable performance with the highest one.

Experiment 3: The objective of this experiment is to assess the impact of the number of prototypes used on the identification performance. An overview of the results is depicted in Fig. 3. The results are obtained in YTC and YTF datasets, because they contain more subjects and provide larger image sets. The number of prototypes used ranges from 10 to 90 with a step of 20. All other settings keep the same with Experiment 1. In YTF, the LBP feature was used because it yielded the best accuracy in Experiment 1 for six out of seven algorithms. Some image sets contain fewer samples than the target number of prototypes to be learned. In such cases, the number of prototypes was set to the number of samples in the original set. In general, the SPML achieves the highest performance using only 10 prototypes. This indicates its effectiveness in compressing the available information using few prototypes. In YTF, the SPML appears to outperform all methods in four out of five cases. In YTC, the performance...
of SPML is on average when few prototypes are used. Better performance is expected with longer features as illustrated in Experiment 2. It can also be observed that the performance of CDL (short dashed lines in Fig. 3) keeps increasing with the increase of the number of prototypes used, while the performance of all other algorithms is decreasing. Since CDL relies on a statistical model, it needs enough samples to estimate the covariance matrix. The subspace-based GDL (the long dashed line in Fig. 3) is not suitable to represent an image set using a high order subspace. For hull-based SPML, ISCRC, SSDML, and RNP (solid lines in Fig. 3), spanning a large amount of vectors would cause overlap of inter-class hulls. It may also result in over-fitting for SPML when a large number of prototypes is used.

Experiment 4: The objective of this experiment is to assess the impact of different numbers of subjects in the gallery. In particular, the cumulative match characteristic curve (CMC) is employed to assess the performance. The gallery set is expanded by add some of the removed subjects which contain four videos. All these samples are added to the gallery set without matching samples in the query set. This is due to the restriction that three neighbors are needed in our training process. Therefore, four videos per subject should be ensured in the gallery for training. A summary of the results is depicted in Fig. 4. The CDL-pls and ISCRC are not applicable for CMC. Their classification is based on all samples from a certain class instead of a single sample. As indicated, the performance of all algorithms drops after expanding the gallery set. Because it increasing the possibility of a wrong match. We can also observe that the proposed SPML can only outperform RNP and SSDML before rank 3. One of the reason is that we only take into consideration the three nearest neighbors in our objective functions. As a result, it can only optimize the first three recalls. This is one of the limitations of our proposed algorithm. It can be addressed by embedding other distance metric learning objective functions without the local neighborhood constraints.

Experiment 5: The objective of this experiment is to assess the impact of different initialization approaches on the identification accuracy. In particular, we compare two
initialization approaches: (i) k-means clustering and (ii) random sampling. In particular, for each gallery-probe split, the algorithm was tested using 30 different random initialization settings. This experiment was conducted using the ETH-80 dataset, setting the number of prototypes to 10 (as in Experiment 1). A summary of the results is depicted in Fig. 5. The blue star-symbol denotes the rank-1 identification rate obtained using k-means initialization. The red plus-symbol denotes the extreme results treated as outliers. As indicated, in every split, the performance of random initialization can be worse or better than k-means initialization. However, in five out of 10 cases the performance of k-means initialization is better than the average performance of random sampling; and in four out of 10 cases they are comparable. This indicates that k-means clustering offers a better initialization for the proposed SPML. This is expected as the random sampling strategy results in loss of important information.

Experiment 6: The objective of this experiment is to analyze the failure case (i.e., using FPLBP features in TYF with 10 prototypes) reported in Experiment 1. In particular, we look into updates of the objective value, training and testing accuracy on each iteration. The results are summarized in Fig. 6(a). To compare it with a successful case, the corresponding performance obtained using LBP in the YTF dataset is also provided in Fig. 6(b). As illustrated, in both cases the objective value and training accuracy converge very fast. For the FPLBP feature, its testing accuracy keeps decreasing with the updates. For the LBP feature, its testing accuracy increases slowly with the updates, and finally achieves a 5% improvement. One possible reason is that...
the learning process overfits from the first iteration. To verify this interpretation, we decrease the learning rate of both prototype learning and metric learning (i.e., $\eta_M$ and $\eta_Z$) to 0.001, while keeping all other settings fixed. The obtained results are depicted in Fig. 7. As illustrated, the testing accuracy improves in the first five iterations, and starts to decrease from the sixth iteration. This observation verified our interpretation that it was overfitting from the first iteration in the failure case ($\eta_M, \eta_Z = 0.01$). This overfitting is caused by the large initial learning rate. Although the overfitting at the first iteration can be avoided by decreasing the initial learning rate, it still suffers from overfitting after the convergence (Fig. 7). The small learning rate will also result in a long convergence time. A practical way to address this problem is to split a validation set from gallery to cross-validate a proper initial learning rate and a stop criterion.

**Experiment 7:** The objective of this experiment is to analyze the contributions of two learning procedures in SPML: set-based metric learning (SML) and set-based prototype learning (SPL). In SML, the results of k-means initialization are used as fixed prototypes. The Mahalanobis metric is learned by minimizing Eq. 13. The updating rules are kept the same as described in Eq. 9. In SPL, the Mahalanobis $M$ is fixed as an identity matrix. The prototypes are learned by minimizing Eq. 13. The corresponding updating rules are kept the same as described in Eq. 9. In particular, we observe the testing accuracy of SPML, SML, and SPL at each iteration. Corresponding results are summarized in Fig. 8. Results are obtained using LBP features in YTF datasets. All the settings are kept the same as Experiment 1. As illustrated, the SPL converges very fast (only 13 iterations). However, the testing accuracy does not fit well with the prototype learning procedure. The testing accuracy keeps decreasing after the second iteration. The SML is much more stable than the SPL. The testing accuracy increases in the first few iterations and then starts to decrease slowly. The combined SPML, on the other hand, keeps increasing the testing accuracy on each update. As a result, there is no single step that makes SPML work. Both the prototype learning and metric learning process contribute to performance of SPML.
6. Limitation

In this section, we summarize the limitations of the proposed PML. First, the way we learn the prototypes makes it impossible to extend the algorithm to work with an unseen subject directly. The prototypes can only be learned for the training image sets. As a result, it is not applicable for tasks like verification. Second, it is required by the LMNN-like objective function (Eq. (7)) that the number of image sets per subject in the gallery to be at least \( k + 1 \), where \( k \) is the number of neighbors used. Third, the optimization only takes into consideration the \( k \) nearest matches. As a result, the rank-\( k' \) identification rate may not be competitive when \( k' \) is larger than the number of neighbors used. Finally, it is a complex model that inherits all parameters from LMNN and RNP.

7. Conclusion

In this paper, we proposed a method that jointly learns a reduced number of prototypes and a distance metric for image set classification. As demonstrated, the proposed approach can fully utilize the training data to compress the image set, while learning a distance metric tailored to set-to-set matching. The experimental results indicate that SPML can use a few prototypes to represent each image set. Hence, it reduces the storage requirements and test time cost, while improving the identification accuracy. The statistical test on random initialization indicates that our method works better with k-means initialization. Independent tests on set-based prototype learning and metric learning show that these two processes work together to improve the performance of SPML. We also investigated a failure case and found an overfitting issue. Despite its many advantages, the current form of SPML can be further improved in the following aspects: (i) address the overfitting issues using regularization, (ii) extend it to unseen
subjects, (iii) leverage prototype and metric learning in a different way, and (iv) embed different objective functions into this framework.
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